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PREFACE

This report is the result of twelve undergraduate students’ research efforts during the summer of 2009; from June 1 through August 8, 2009. Twelve students from Penn and other colleges participated in the SUNFEST program, which is organized by the Center for Sensor Technologies of the School of Engineering and Applied Science at the University of Pennsylvania. This unique “Summer Experience for Undergraduates in Sensor Technologies” program was initiated in 1986 and has grown considerably in size. It is now recognized as one of the most successful summer programs for undergraduates in the country. I would like to express my sincere gratitude to the National Science Foundation for their continued support for this REU Site.

The purpose of the SUNFEST program is to provide bright, motivated undergraduate students with the opportunity to become involved in active research projects under the supervision of a faculty member and his graduate student(s). The general area of research concentrates on sensor technologies and includes projects such as materials and technology for sensors, microstructures, smart imagers, bio-sensors and robotics. By providing the students with hands-on experience and integrating them with a larger research group where they can work together with other students, the program intends to guide them in their career choices. By exposing the students to the world of research, we hope they will be more inclined to go on for advanced degrees in science and engineering.

The students participated in a variety of hands-on workshops in order to give them the tools to do first-rate research or enhance their communication skills. These included “Ethics in Science and Engineering”, “Information Retrieval and Evaluation”, “Applying to Graduate School” and “Writing Technical Reports”. Students also had plenty of opportunity for social interactions among themselves or with faculty and graduate student advisors.

This booklet contains reports from this year’s projects, the quality of which testifies to the high level of research and commitment by these students and their supervisors. I would like to express my sincere thanks to the students for their enthusiastic participation; the help of the faculty members, graduate students and support staff is very much appreciated. I would also like to thank Sherri Butler, Delores Magobet, Valerie Lundy-Wagner, Sid Deliwala, and the rest of the ESE staff for their invaluable help in making this program run smoothly.

Jan Van der Spiegel, Director
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DESIGN OF A SYSTEM TO STUDY HUMAN INTERNAL DISC STRAINS IN TORSION AND COMPRESSION MEASURED NONINVASIVELY USING MAGNETIC RESONANCE IMAGING
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Advisor: Dawn M. Elliot, PhD

ABSTRACT

Many people suffer from lower back pain, which can be caused by disc degeneration. We are studying the properties of non-degenerated and degenerated human lumbar intervertebral discs. The overall objective of this study is to quantify strains in the disc when it is under torsional and compressive loading, simultaneously. This will be done by using magnetic resonance images of discs before and after loading and advanced normalization tools, which is an image normalization technology. For this summer, the objective is to design a device that will load the specimen as previously described and be compatible with the magnetic resonance imaging machine. The protocol will consist of incrementally torquing the specimen while in constant compression. The torque and the compressive force will be monitored via a load cell throughout the test. We expect displacement results to agree with previous studies that have been done in standard mechanical testing equipment. We also hypothesize that the outer annulus fibrous will be the stiffest part of the disc, and that the posterior region will be stiffer than the anterior region. The strain results that we expect to obtain do not have a previous test to compare to; this is the first study that will quantify internal disc strains while the disc is in torsion. We expect the results to provide useful information about the properties of the human intervertebral disc.
1. INTRODUCTION

Disc degeneration in the human lumbar spine has been studied over the last decades. It continues to receive attention from the biomechanics and biomedical fields because it is believed to be a main source of lower back pain [1] [2]. Approximately 65 million Americans experience lower back pain per year [3], and Americans alone spend around fifty billion dollars each year on back pain [4].

Compression and torsion are both looked at when studying disc degeneration because these are two types of forces that act on the intervertebral disc. The spinal column is usually under compression of one’s body weight; the function of the disc is to behave like a shock absorber and to distribute the stress and strain [5]. The disc also functions like a pivot point [5], which allows us to turn; this movement creates torsion on the disc. Past experiments have shown that discs simultaneously in torsion and compression can injure the spine’s facet joints [1]. In another study it was shown, in vivo, that degeneration of the intervertebral disc (IVD) led to a decrease in torsional motion [6]. These previous studies, along with others [7] [8] [9], help lead to the conclusion that torsional movement, also known as axial rotation, is greatly affected by disc degeneration [9].

Previous studies done on the human lumbar spine in torsion include measuring the rotation when a known torque is applied for normal discs [10], measuring the stiffness / rotation of the discs when a known torque is applied for both normal and degenerated discs [7] [8] [9], and measuring maximum torque and rotation for both normal and degenerated discs [6]. While these previous provide useful information, they have certain limitations. These limitations include the use of physical markers and not applying a compressive load. Using physical markers can disrupt the disc’s structural integrity, alter the deformation of the disc, and move separately from the tissue [11]. In vivo, the spine is in compression; therefore, a non-weight bearing study, in vitro, does not represent the spine’s natural loading. Isolation of the disc was done in some studies and can be seen as a limitation depending on the ultimate goal of the research. Isolating the disc consists of removing the joints, tendons, and ligaments; while this is done in many studies, for example [6] [10]. However, isolation can be seen as a limitation because the facet joints are one of the key elements in the stability of the intervertebral disc [9], and the facet joints resist most of the torque loading, which causes them to experience yielding before the disc does [12]. On the other hand, if the properties of interest are related to the disc alone, isolating the disc is not a limitation.
The objective of this entire study is to quantify strain due to torsion and compression, simultaneously, noninvasively by using a combination of MRI and advanced normalization tools (ANTS), an image normalization technology. Strain due to compression was first quantified by O’Connell et al in 2007 [11], but strain due to torsion has yet to be quantified. This study will apply a constant compressive load along with incremental torsional loads. Both normal and degenerated isolated discs will be looked at during this study. The goal of this study is to better understand the disc’s properties; therefore, the disc will be isolated. The tests will be conducted on individual cadaveric spinal motion segments, bone-disc-bone.

We hypothesize that the outer annulus fibrosus will be stiffer than the inner annulus fibrosus, which will be stiffer than the nucleus pulposus. We also expect that the anterior portion and the posterior portion of the disc to have the same stiffness. Our final hypothesis is that non-degenerated discs will be stiffer than degenerated discs, which has been shown in previous tests [7].

The project is in the early design stages. The objective of this summer’s project is to design a device that will be able to load the specimen in torsion and compression, simultaneously. This device will also be able to be placed into a magnetic resonance imaging (MRI) machine. The goal for the completion of the device design is early August of this year. Preliminary testing can be done in the lab, outside the MRI machine, during the design stage. Preliminary tests will give information on the stress-relaxation times at various angle displacements. Tests for materials strength and durability will also be done when needed for the design. This will be an ongoing study for the next few months in order to collect sufficient data and analyze the results.

Section 2 of this paper gives background on disc degeneration, disc anatomy for both normal and degenerated discs, magnetic resonance imaging, and texture correlation. Section 3 of this paper discusses the design of the device. Section 4 then discusses the materials and methods that will be used for the upcoming study. Section 5 will discuss the preliminary testing results, if applicable. Section 6 will then discuss the limitations to this study, and then Section 7 will give the conclusions of this paper.
2. BACKGROUND

2.1 Disc Degeneration

Disc degeneration does not have just one definition; in fact, it includes the following features: alterations in the structure, cell-mediated changes, pain, and advanced signs of aging [1] [2]. Disc degeneration becomes more common with age, but is not to be confused with signs of aging. A key difference between the two is that degeneration increases metabolite transfer to the discs structure, whereas age decreases it [2]. Approximately 85% of people will show signs of disc degeneration by the time they reach the age of 50 [3]. Disc degeneration can be caused by factors such as mechanical loading [1] [2] and processes that inhibit the healing process [2]. However, the leading cause of disc degeneration is genetics. Between 50-70% of those affected by disc degeneration genetically inherited the trait [2].

2.2 Disc Anatomy

2.2.1 Normal Disc

A human intervertebral disc is the soft tissue between the spine’s vertebrae. The IVDs function as shock absorbers and pivot points. The disc is also responsible for distributing the stress and strain evenly throughout the disc [5]. The discs are thickest in the lumbar region, which supports the majority of the strain from the rest of the spine [5]. A disc is made up of endplates, the nucleus pulposus, and the annulus fibrosus [11].

The endplates of the spinal column separate the discs. The annulus fibrosus is composed mostly of lamellae, which is made of collagen fibers [2]. The nucleus pulposus is located in the center of the disc and is surrounded by the annulus fibrosus. The nucleus pulposus is a white substance composed of loose, wavy, gelatinous fibers [5]. See Figure 1 for a cross-sectional view of a human intervertebral disc [13]. The nucleus pulposus is generally under compression, which creates a tensile hoop stress on the annulus fibrosus. The pressurization of nucleus pulposus is responsible for maintaining disc height, transmitting the compressive load, and preventing large deformations [14].
2.2.2 Degenerated Disc

The anatomy of an intervertebral disc changes during degeneration. Early stages of degeneration are marked with a loss of proteoglycan content [14] [15] [16], which reduces the nucleus pulposus’ ability to attract and bind water [15] [16]. The loss of hydration causes a decrease in the hydrostatic pressure of the nucleus pulposus [14] [15] [16]. The loss of hydration in the nucleus pulposus makes it a semi gelatinous structure instead of a pure gelatinous structure. This results in a less obvious distinction between the annulus fibrosus and the nucleus pulposus [5] and the disc behaves more like an elastic solid than a viscoelastic fluid [17]. Other physiological changes that occur in a degenerated disc include a decrease in disc height, radial tears and/or rim lesions [15]. See Figure 2 for a cross-sectional view of a degenerated human intervertebral disc [18].
To determine the severity of disc degeneration, MR images of the discs are graded using a T₂ or T₁ρ grading system. T₂ is a quantitative method and is more widely known, used, and accepted system. T₂ is the older system, whereas T₁ρ is a newer system that is more sensitive to early stages of degeneration because it measures the loss of proteoglycan content [14] [15] [16]. The T₂ system is an integer-based system with grades from 1 to 5, where 1 is associated with a non-degenerated disc and 5 is associated with a severely degenerated disc [16]. Since the T₂ system is integer-based, it makes it prone to observer bias [15]. The T₁ρ system uses a spin-lock technique and does not require any invasive biomarkers [14] [16]. T₁ρ also uses a continuous scale, which reduces observer bias and makes its dynamic range larger than the T₂ range [15]. See Figure 3 below for a comparison between the T₂ and T₁ρ images [15].

---

**Figure 2:** Cross-section view of a degenerative human intervertebral disc [18].

**Figure 3:** A) T₂-weighted images B) T₁ρ images and C) enlarged maps from the T₁ρ images [15].
2.2.3 Diurnal Effects

Throughout the day disc height decreases. The total disc height decrease in the entire spine is on average 19 mm, which corresponds to approximately 1.5 mm height change in each lumbar disc [17]. The height change is associated with loss of fluid content, approximately 5-10% [19], due to compressive stresses throughout the day. At night, when there is minimal loading on the spine, the discs rehydrate and increase in height. Ludescher et al determined that there were no morphological changes in the disc when comparing images from the morning and the evening in the same individuals [19]. However, it has been shown that the spine is stiffer in the mornings, reducing the lumbar flexion range by approximately 5°, and it has been shown that the disc resists more of the stress in the morning [17]. Degenerated discs lose the ability to fully rehydrate during rest [19] [20]. Many in vivo studies have been done to look at the diurnal effects, such as [19] [20] [21] [22] [23].

2.3 Magnetic Resonance Imaging

The advantage of using magnetic resonance imaging (MRI) for internal strain studies is that it does not require the use of physical markers. Chiu et al stated that since the intervertebral disc has a high water content it is a good area to use MRI; however, the location of the intervertebral disc makes it difficult to use MRI in vivo [24]. Nevertheless, MRI has been accepted as a valid and accurate method to use when imaging specimens. This method has been used in many previous studies, for example [7] [8] [9] [11] [24] [25]; however, to date MRI has not been used for internal strain measurements except by the McKay Orthopedic Research Laboratory.

3. MATERIALS AND METHODS

The summer’s objective was to design a device that will apply compression and torsion, simultaneously, to a spinal motion segment. The criteria of the device include: MRI compatible, measure the torque and compression throughout the test, and control the amount of torque and compression independently. Currently, there is no system that is capable of accomplishing the project’s needs; therefore, a new design was needed.
This section includes details on the entire project, but mostly focuses on the design of the device.

### 3.1 Sample Preparation

Human cadaveric spine sections will be obtained from an IRB approved tissue source. Before dissection, T2-weighted and T1±ρ images will be obtained for the whole spine. From these images, the degenerative grade of the discs will be determined based on the Pfirrmann scale [29]. From the spine, the lumbar motion segments, bone-disc-bone, will be used. The disc will be isolated, meaning the facet joints and other ligaments will be removed. Kirschner wires will be placed through the vertebral bodies, and then the motion segments will be potted in polymethyl methacrylate (PMMA) bone cement. The specimens will be stored at -20°C until needed. In order to hydrate the specimen, the specimen will be placed in a phosphate buffered saline (PBS) bath in a refrigerator for 15 hours then at room temperature in a PBS bath 3 hours prior to testing.

### 3.2 Custom Built Device

#### 3.2.1 Preliminary Design

At the beginning of this project, the objective was to study the effects of just torsion on strain of the intervertebral disc. In order to measure the torque being applied to the specimen, it was decided that a load cell would be used. The load cell would have to be rotating with the specimen. An actuator would also be needed in order to apply a rotational movement. Ideally, the device would be small and lightweight since it would have to be moved from the lab to an MRI machine. Another obstacle that was present was to keep the metal approximately 8 inches away from the specimen to eliminate any imaging interference. This distance, 8 inches, was chosen because it was slightly greater than the minimum distance between a hydraulic cylinder and the specimen for a compression device that is currently used in the MRI.

With that in mind, it was decided to load the specimen in a device that would keep one side completely stationary. Four polyvinyl chloride (PVC) plastic rods with a diameter of 0.25 inches would be used to transfer the torque from the rotary actuator to the specimen. The interface between the rotary actuator and the specimen would be a thin rectangular block. Holes would be drilled through the PMMA that was connected to the specimen in order for the rods to slide...
through. Another rod would be used to transfer the torque from the specimen back to the load cell, which would be mounted on the rotating rectangle. Figure 4 below gives an idea of what the device would look like; however, Figure 4 does not show the load cell or the load cell connection.

![Design Diagram](image)

**Figure 4:** A picture created in Solidworks 2008 shows the preliminary design. The blue shows the base; purple shows the rods; the orange shows the supports; the gray shows the PMMA; the red shows the motion segment; the black shows the rotating rectangle; the silver shows the rotary actuator.

### 3.2.2 Design Issues

While working on the preliminary design, some issues arose. The 0.25-inch diameter PVC rods were not stiff enough to resist the amount of torque; it was also noted that the torque would have to be applied in the opposite directions of the threads in order for the rods to transfer the rotation. The small diameter was chosen because, originally, it was thought that the tooling to transfer the torque needed to be as lightweight as possible in order for the rotary actuator to perform as expected. However, after talking with Doug Hamilton, a representative from Bimba, the manufacturer of the rotary actuator selected, it was determined that the weight of the tooling was not a large issue, but bending moment could affect the performance.
As this project progressed, it was decided that torsion and compression would be studied simultaneously, instead of just torsion. Therefore, a way to add compression to the device would have to be designed. It was also decided to incrementally increase the torque. This will increase the length of the test, which makes hydration of the specimen an issue. Another issue that arose was the distance the metal had to be from the specimen in order to get quality images. After meeting with Niels Oesingmann, a contractor from Siemens, which is the manufacturer of the both the 3T and the 7T MRI machine that might be used, it is thought that the load cell will have the greatest effect on the image quality, but the required minimum distances vary for each application. It was also noted that the orientation of each device could change the required minimum distance. A protocol was developed to determine the minimum distances for each device. The protocol is described below in Section 3.3.

3.2.3 Current Design

A non-magnetic custom device is being designed that will apply torsion and axial compression, simultaneously, to a motion segment while in the MRI machine. The device will consist of a custom-built load cell to measure the torque and compression on the motion segment (LXT-920, Cooper Instruments), a custom-built rotary actuator (Bimba), and a stainless steel hydraulic cylinder (URR-17-1/2, Clippard Minimatic) that will apply compression. One pressurized nitrogen tank will control the rotary actuator, and another pressurized nitrogen tank will control the hydraulic cylinder. An accurate release of nitrogen will be required from these tanks; the valves to control the release of nitrogen have not been determined at this point. All other parts of the device will be made of PVC and Delrin plastics.

The load cell will be on one side of the specimen and the rotary actuator and the hydraulic cylinder will be placed on the other side. The wires from the load cell will be twisted and wrapped in order to help isolate them in order to reduce their interference. Since the weight of the tooling is no longer an issue, thicker rods, with a diameter of 1 inch, made of Delrin plastic will be used to transfer the torque and rotation from the rotary actuator to the specimen and then from the specimen to the load cell; only one rod will be used on each side. In order to reduce bending moment effects, each rod will have at least one support with a ball bearing. The number of supports depends on the length of the rods, which is currently unknown but will be decided from the results from the protocol described in Section 3.3. The ball bearings will be made of plastic and glass (ARG16-1B-G, KMS Bearings, Inc.). The specimen will be gripped using t-slots made from Delrin plastic. The motion segment will slide into one piece of the grips and
then be secured by Delrin screws. That piece will then slide into the other part of the t-slot, which will have a stopper to keep it from being off-centered. The t-slot will connect to the rods via Delrin screws. In order to keep the specimen hydrated, it will be submerged in a PBS bath; this should not affect the image quality.

Compression is being added to the device by the use of a hydraulic cylinder. Two design options were made to add compression to the device. For both options, the compressive hydraulic cylinder will be located behind the rotary actuator. One option, which is shown in Figure 5, has the hydraulic cylinder applying compression to the back of the rotary actuator support. The support would be allowed to slide and the compression would be transferred through the same rods that the torque and rotation would be transferred. The disadvantage to this option is the small surface area for the compression to be applied to the specimen. The second option, shown in Figure 6, has the hydraulic cylinder applying compression to a bar, which is connected to two 0.5-inch square rods made of Delrin plastic. These square rods extend on the outside of the rotary actuator to a PVC rectangular block, which will be adjacent to the grips of the specimen. The PVC block will have a circular cutout either larger than the diameter of the Delrin rod or a bearing will be placed in the cutout in order to transfer the rotation without adding friction. This design mimics the compression device that has previously been used. This design option increases the surface area for compression, but the issue is the Delrin rod would have to extend.

Figure 5: A picture created in Solidworks 2008 shows one of the design options. The blue shows the base; purple shows the rods; the orange shows the supports; the green shows the grips; the gray shows the PMMA; the red shows the motion segment; the black shows the rotating rectangle; the silver shows the devices (load cell, rotary actuator, hydraulic cylinder); the yellow shows the bearing supports.
Figure 6: A picture created in Solidworks 2008 shows a design option with the compressive setup. The blue shows the base; purple shows the rods; the orange shows the supports; the green shows the grips; the gray shows the PMMA; the red shows the motion segment; the black shows the rotating rectangle; the silver shows the devices (load cell, rotary actuator, hydraulic cylinder); the yellow shows the bearing supports; the bright red shows the compression setup.

The current design, shown in Figure 7, is a combination of the previous two options shown in Figure 5 and Figure 6. The compressive hydraulic cylinder will apply compression to the rotary actuator support. The rotary actuator support will be part of the compressive setup, having the 0.5-inch square rods extending from the rotary actuator support to the PVC rectangular block located adjacent to the grips. This design allows the Delrin rod and the PVC block applying compression, and eliminates the need for the Delrin rod to extend. It is possible that the rotary actuator may be too heavy and try to tip over. If this is the case, a shelf for the rotary actuator support can be attached to the vertical support shown in Figures 5-7. Note that the PBS bath is not shown in any of the figures.
Figure 7: A picture created in Solidworks 2008 shows the current design option with the compressive setup. The blue shows the base; purple shows the rods; the orange shows the supports; the green shows the grips; the gray shows the PMMA; the red shows the motion segment; the black shows the rotating rectangle; the silver shows the devices (load cell, rotary actuator, hydraulic cylinder); the yellow shows the bearing supports; the bright red shows the compression setup.

3.3 Magnetic Resonance Imaging

For this study, either a 3T or a 7T MRI scanner (Siemens Medical Solutions) will be used. The 7T would give a better quality images than the 3T, but due to the 7T MRI scanner’s intensity, it would make the device larger than desired because the metal devices would have to be placed further away from the specimen. O’Connell et al. used a 3T MRI scanner (Trio, Siemens Medical Solutions), and the quality of the images was sufficient for that study’s strain analysis [11]. Therefore, the 3T should produce images with a high enough resolution for strain analysis. However, the decision has not been made at this point. The sequence that will be used during the test will be a high resolution T2-weighted turbo spin echo.

Working in collaboration with this project are Alex Wright, PhD and James Gee, PhD from the Radiology department at the University of Pennsylvania. They are both working on ANTS. For pure compression, two-dimensional (2D) images can be taken, and those images will be sufficient for the strain analysis. However, for torsion 3D images will be needed because some of
the points that are in a 2D plane initially will rotate out of the 2D plane when in torsion. In order to measure the strain, it is necessary to have an initial point and be able to trace its motion; therefore, 3D imaging is necessary.

3.3.1 Minimal Distance Protocol

Before the actual testing begins and the designs are finalized, the required minimum distances between the devices and the specimen need to be determined. In order to do this, the exact devices that will be used in the actual testing, as well as the same MRI machine, need to be used in the following protocol. The minimum distances for the devices will be different in the 3T machine than the 7T machine; therefore, it is necessary to use the appropriate machine. Also, the sequence that will be used for the actual testing should be used in this protocol.

A homogenous solution, such as water or PBS, will be placed in the MRI machine in place of a specimen. One of the devices will be placed on the appropriate side of the homogenous solution, in the same orientation that it will be in the device, and then an image will be taken. The image quality will be observed. If there is interference, the device will be moved further away from the solution; if there is no interference, the device should be moved closer to the solution. Another image will be taken, and the image quality will be observed. This process should be repeated until the minimum distance is known for each device. Once the minimum distance has been determined for each device separately, all the devices should be put in the machine with the homogenous solution at the same time on their appropriate sides. Note that either the rotary actuator or the compressive hydraulic cylinder will most likely have to be placed further than their minimum distance in order to have the same order as they would in the actual testing. The rotary actuator should be closer to the solution than the compressive hydraulic cylinder. The distance between the rotary actuator and the hydraulic cylinder depends on the design chosen. If the design has not been chosen, use a gap of approximately 1 inch between the rotary actuator and the rod of the hydraulic cylinder. An inch gap would be the closest the two objects would be together for either design option. An image should be taken with all devices in place to make sure there is no interference. If there is interference, move the appropriate device(s) until there is no interference.

3.4 Protocol
Before testing the specimens begins, the load cell will be calibrated in torsion and compression by applying known forces using an Instron testing machine (Model 8874). The rotary actuator and the hydraulic cylinder will be calibrated by placing a load cell in place of the specimen (Dyancell, Instron). A preload of 750 N will be applied and held for one hour. For a human disc, 750 N corresponds to an average of 0.48 MPa stress; this stress is equivalent to the stress felt during low to moderate activity, such as walking or sitting. After the one-hour hold, 20 sinusoidal cycles from ±6° at 0.5 Hz will be applied while keeping the compressive load constant. The preload and preconditioning will be done using an Instron (Canton, MA) testing machine (Model 8874).

One of the preliminary tests consisted of testing a bovine tail motion segment. The specimen was preloaded to 365 N to achieve a stress of approximately 0.48 MPa. The specimen was preconditioned as previously described. The specimen was then rotated, incrementally, to 2°, 4°, and 6°. The specimen was allowed to relax at the incremental rotations. This preliminary test was done to determine the time needed for stress-relaxation of the specimen to occur. The specimen needs to have time to “relax” in order to reduce the amount of movement during imaging. Figure 8 below shows a picture of the testing setup, and Figure 9 below shows the stress-relaxation curves for all the displacement holds from this test.

Figure 8: A picture of the test setup for the preliminary test. This picture does not show the complete PBS bath.
Figure 9: Stress-relaxation curves for the 2°, 4°, and 6° rotation holds from the preliminary test. Note that the specimen does not fully relax for any of the holds.

After analyzing the data from the preliminary test and developing Figure 9, it was determined that the specimen did not fully relax for any of the holds. Therefore, the times for the actual test have not been determined. Another preliminary test will be ran that will hold the angle displacements longer in order to determine the equilibrium time.

For the actual test, a constant force of approximately 750 N will be applied by the hydraulic cylinder throughout the duration of the test. The specimen will then be rotated to a displacement of 2°, then 4°, and then 6°. The holding times for each angle displacement will be chosen based on the preliminary test results.
3.5 Data Analysis

While MRI is a useful tool for imaging specimens, it does not output displacement or strain. In a previous study, O’Connell et al [11], texture correlation was used to find the displacements between a reference image and a deformed image. The strain can be calculated from the displacement. This method is an accepted method, and has low strain percent error when used with MR images [26]. However, for this study ANTS will be used instead of texture correlation.

4. RECOMMENDATIONS

The goal of this research project is to study the mechanical properties of the disc; therefore, the disc was isolated. Future work could include studying discs that are not isolated. Leaving all the joints and ligaments intact and applying compression and torsion would lead to a better understanding of the properties of the entire spine. If the joints and ligaments are left intact, the amount of torque applied should be increased since the intact structure can resist a larger load than an isolated disc [12]. Knowing the properties of both the isolated and non-isolated disc could be very advantageous in future motion segment studies.

5. CONCLUSIONS

In conclusion, a non-magnetic device has been designed to apply torsion and compression to a specimen, with the exception of some dimensions. The design will not be finalized until the minimum distance for the metal devices have been determined by following the protocol in Section 3.3.1. The device will not be built until the design is finalized and a Delrin rod has been tested to ensure that it can resist the torque that will be applied. A hydraulic cylinder (URR-17-1/2, Clippard Minimatic) will be used to apply the compression, and a custom-built load cell (LXT-920, Cooper Instruments) will be used in the device that will measure the torsion and compression throughout the test. A custom-built rotary actuator (Bimba) is being designed but some details on controlling the amount of rotation are still being worked on before finalizing the design. When these three devices are available, the preliminary distance test can be conducted. Once the device is built, the plan is to proceed to test the specimens with the protocol described in Section 3.4.
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ABSTRACT

Organic transistor technology holds great promise for creating a conformal, human-safe electronic neural interface. These interfaces must amplify the low, microvolt-range brain signals so they can be utilized in analog and digital applications. Brain signals from sensors must be relayed to the transistor’s gate through the dielectric and semiconductor layers, as well as through an encapsulant which keeps the device shielded in the aqueous brain environment. In order to test their amplification gains, silicon wafer-based ambipolar organic transistors with a pentacene semiconductor were tested under nitrogen in amplifying configurations including common source and cascode. Gains for common source amplifiers with resistors were up to 3.5V/V. Gains for the cascode setup revealed the same results as common source. Both the common source and cascode topologies exhibited very low bandwidth with -3dB points of 35 and 25 hertz, respectively. Parylene C, a biologically safe polymer, is a leading candidate to encapsulate pentacene transistors and serve as a dielectric layer between the devices and sensing electrodes. We tested etching of this parylene as well as the dielectric materials benzocyclobutene (BCB) and spin-on-glass (SoG) using both oxygen and SF₆ plasma etching. Parylene was etched at a rate of 0.2μm/min with O₂ plasma. BCB and SoG did not exhibit useful etching under O₂ or SF₆ plasma.
1. Introduction

The ability to interface electronics with the human brain creates a great potential for countless useful applications. These applications range from sensing neural activity [1] to restoring sensory and/or motor functions to those who have lost them [2]. Current techniques use bulky, rigid subdural grid electrodes with sensors typically around 3mm and spaced 1cm apart [3]. Figure 1 shows a common application of these devices for the purposes of an intracranial electroencephalogram. Considering there are approximately 146,000 neurons per square millimeter on the cortical surface [5], these 3mm diameter electrodes are not very selective in the signals they sense. Advancing these methods would require devices which are small, able to conform to the brain, and safe in the aqueous brain environment. Organic transistors may be the key to solving these issues. These transistors can be made on the micron scale and on flexible substrates [6]. One area that must be researched is building amplifying circuits with these devices. Since neural signals are on the microvolt scale, amplifiers are essential so the signals can be used in other circuits. Also, since the brain is a very liquid environment, a protective coating must be used which can shield the transistors and still be safe for a human. Devices must be connected through this coating and other layers of the transistor to sensors and other circuitry.

2. Background

Contained in this section is the necessary information needed to understand how the problems of making circuits with organic transistors and patterning via holes on them can be solved. The following subsections will outline the following:

2.1: Fundamentals of field-effect transistors
2.2: Organic field-effect transistors: makeup and characteristics
2.3: Organic transistor amplifying and digital circuits
2.4: Parylene: use as an encapsulant
2.5: Dry etching to create via holes

2.1 Fundamentals of Field-Effect Transistors
In field-effect transistors (FETs) the voltage between two terminals, known as the gate and source, electrostatically controls the current flow between the source and the third terminal, known as the drain [7]. FETs can take many forms; however, in all, the source and drain are separated by a semiconductor. Also, there is a dielectric layer separating the gate from the source and drain. One particular setup, known as bottom-gate, bottom-contact, can be seen in Figure 2. The most common type of FET is a metal-oxide semiconductor FET (MOSFET) which typically uses silicon as the semiconductor [6]. There are two types of MOSFETs: NMOS and PMOS. These two transistor types have similar structures, but with different doping of the silicon. NMOS devices work by injecting electrons through the semiconductor, and therefore work with positive gate and drain voltages, whereas PMOS types operate by injecting holes and require negative gate and drain voltages [7].

There are many uses for transistors in digital and analog applications. In certain applications transistors act as switches and make up the digital logic of computers and other solid-state devices. Another application, which is more useful for sensing in the brain, is a transistor’s use as an amplifier. In the ideal case, an AC signal is attached to the gate at a certain DC bias, thus causing an amplified version of the input AC signal to appear at the drain at a bias determined by the circuit [7]. The amount of amplification depends on the characteristics of the transistor, the input bias voltage, and the amplifier circuit of which the transistor is part.

![Bottom gate FET diagram](image)

**Figure 2: Bottom gate FET diagram**

### 2.2 Organic Field-Effect Transistors: Makeup and Characteristics

Organic field-effect transistors (OFETs) are similar to regular FETs except that they have a carbon-based semiconductor rather than the typical silicon semiconductors used in MOSFETs [6]. Many organic materials have exhibited strong qualities as semiconductors for OFETs. Pentacene was used in this project and shows especially strong characteristics in these devices.

#### 2.2.1 Pentacene: Use as a Semiconductor
Pentacene, a chemical compound consisting of five linear fused benzene rings, is one of the most promising candidates for use as a semiconductor in OFETs. This is due to its relative environmental stability and favorable results, such as charge carrier mobility around 1 cm$^2$/Vs, when used in a FET [8]. One of the main drawbacks of pentacene is that it is insoluble in organic solvents at room temperature, which means it is hard to deposit on substrates by low cost processes such as spin-coating and ink-jet printing [9]. However, pentacene-based soluble precursors have recently been developed which can be spin-coated on to a substrate. The film formed on the substrate can be converted into pentacene by thermal curing [10].

2.2.2 Unipolar and Ambipolar Transistors

Unipolar OFETs operate similarly to typical inorganic MOSFETs in that there are N-channel and P-channel transistors, which resemble NMOS and PMOS transistors, respectively. The resemblance is that N-channel OFETs work with positive voltages and P-channel OFETs work with negative voltages, even though the inner workings of the organic and MOS devices are quite different. Specifically, OFETs are undoped and work in accumulation mode whereas MOSFETs are doped and operate in the inversion regime [6]. P-channel OFET devices currently have better performance, are more environmentally stable, and therefore, are more prevalent than N-channel.

Another type of OFET is known as ambipolar. This type of device exhibits both N-channel and P-channel characteristics depending on the voltage applied. These devices are not up to the operational ability of current unipolar OFETs [11] but their potential for useful applications is great. Inverters based on these ambipolar transistors could ideally operate similar to complementary-MOS (CMOS) devices, which make up the bulk of digital logic circuits.

2.2.3 Advantages and Disadvantages over MOSFETs

One main advantage of OFETs is that they can be fabricated on thin film substrates such as plastic. This means they can be a cheap and flexible alternative to traditional MOSFETs [6]. Since they have the flexibility of a plastic substrate, as well as a flexible semiconductor in pentacene [8], these devices can conform to the surface on which they are placed. This would be a great advantage for circuitry designed to be put in the brain.

Though OFETs have many promising advantages, they do not currently have as high performance as MOSFETs. The typical drain current measured for OFETs varies from less than one to around thirty microamperes for reasonable gate and drain voltages (see Figure 3 for specific device) [12, 13, 14]. In contrast, most MOSFETs pull a drain current from hundreds of microamperes to tens of milliamperes for similar input voltages [7]. Another comparison is that OFETs have mobility around 1 cm$^2$/Vs [8,10] but MOSFETs typically measure close to 480 cm$^2$/Vs [7].

2.3 Organic Transistor Amplifying and Digital Circuits
Circuits made with typical MOSFETs can be replicated using OFETs with similar operation. Currently the performance of the OFET-based circuits is much lower than that of their MOSFET counterparts due to the lower device performance of the organic transistors. However, useful analog and digital circuits can still be built. Many amplifier topologies have been shown using unipolar P-channel OFETs, from simple buffers to more complex differential amplifiers [13, 15, 16]. The highest gain from all these was 6.4 V/V for a differential amplifier with a 40V source [16], which is on the order of the typical gain of a simple, one-stage MOSFET amplifier with a 5V source.

Digital circuits have also been constructed, taking advantage of ambipolar OFETs to create a CMOS-like circuit. Inverters are the most commonly shown circuits with ambipolar devices [10, 11, 17, 18] which show proper inversion and gain at the switching state of up to 94 V/V [10]. From these inverters ring oscillators have been made, showing propagation delay time per stage as low as 22 microseconds in a 5-ring setup [18].

2.4 Parylene: Use as an Encapsulant

Parylene is emerging as a promising material with which to coat devices such as OFETs. Parylene is a thermoplastic, transparent polymer which is chemically inert and nonbiodegradable [19, 20], making it biocompatible and a good choice to be placed in the human body. It coats surfaces completely and pinhole-free [19] so it protects the device well. Parylene also acts as a good dielectric barrier [21] and can be used to separate sensor electrodes, which are placed in the brain, from the OFET devices themselves.

2.5 Dry Etching to Create Via Holes

The main problem with encapsulating transistors with parylene is that vias must be made so electrodes can reach the source, drain, and gate of a coated OFET. This is essential for the device to interface with the sensors in the brain and with any further circuitry to which it must pass signals. Because of this, the semiconductor and dielectric layers must also be etched in order to gain access to the gate.

Since parylene is chemically inert, oxygen plasma etching serves as a good method for removal from needed pathways [21]. Tests done by Meng and Tai and Hsu et al. show favorable results from etching parylene using oxygen plasma techniques [20, 21]. Another possible plasma etchant is SF₆. This can be used for many dielectric materials which can not be etched with oxygen. These materials include benzocyclobutene (BCB) and certain glass polymers which are often used as dielectrics in OFETs.

3. Experimental Methods

3.1 Amplifying Circuits
All circuit tests described in this paper were performed with organic transistors in a nitrogen-ambient probe station. Electrical equipment used for the experiments included a Keithley 2420 SourceMeter, an Agilent E3620A power supply, an HP 54601A oscilloscope, an HP 3312A function generator, and an Agilent 4156C parameter analyzer. The organic transistors used displayed a carrier mobility of around 0.2 cm²/Vs and gate-oxide capacitance of 7.65nF/cm². A typical gate voltage (Vg) to drain current (Id) curve is shown in Figure 3a. Figure 3b shows a corresponding drain-to-source voltage (Vds) to Id curve for varying gate voltages. These transistors were constructed on silicon wafers with a dual dielectric stack of thin silicon dioxide and BCB. Pentacene was the semiconductor in these devices and self-assembled monolayers were applied to the source and drain to enhance ambipolar characteristics. Complete description of these devices can be found in [10].

Several different amplification circuits were tested. The first was the common source amplifier. This geometry is the simplest because it utilizes only one transistor, but can achieve relatively large gains. By definition, the common source amplifier, as shown in Figure 4a, has the source connected to ground, the drain connected to a resistor, and the gate attached to a DC bias with a small AC signal riding on it. The other end of the drain resistor is attached to a high voltage which supplies the source for the drain current. In this case, -50V was used since the ambipolar transistor used works best as p-type. Drain resistances used were varied from 1MΩ to over 20 MΩ to make up for the small drain currents. Both the output voltage at the drain and the input small signal were analyzed on an oscilloscope. However, since the input impedance of the scope was 10MΩ, on the same order as the drain resistances, a buffer was used to avoid excess loading. The buffer was an LM741CN opamp in the voltage follower configuration and adequately reduced the amount of current drawn from the circuit by the scope.

Figure 4b illustrates the cascode amplifier configuration which was also tested. This setup is similar to the common source but with a second transistor between the drain of the first transistor and the resistor. This second transistor is biased at a certain DC voltage, -50V in our tests, to increase the overall gain of the circuit.
3.2 Etching Setup

In order to pattern via holes to connect the gates of an organic device to sensing electrodes, etching methods and rates had to be determined for the materials in the device. These materials include parylene-c, which acts as an encapsulant, along with benzocyclobutene (BCB) and spin-on-glass (SoG), which are used as dielectric materials in the transistors. SoG is a glass resin liquid mixture in the silicone family which helps the BCB stick to the device and spin-coat more evenly. It also effectively reduced leakage current between the gate and top electrodes. SoG was spin coated on substrates for 60 seconds at 3000 revolutions per minute then heated for 45 minutes at 200 degrees Celsius. Similarly, BCB was then spin coated on top at 3000 rpm for 30 seconds then cured at 290 degrees for 30 more seconds. A Specialty Coating Systems PDS2010 coater was used for vacuum deposition of parylene. The thickness of parylene on the sample depended on the length of the process and the amount of the parylene monomer used. Typically somewhere between one and four microns were deposited on samples.

The etching process itself was performed on a Technics Planar Etch II parallel-plate Reactive Ion Etching device. This machine was capable of using the plasma of two gases, O₂ and SF₆, to etch samples. The O₂ was used to etch parylene whereas SF₆ was used to etch BCB and SoG. These organic transistor materials were applied to different substrates including glass, silicon wafer, and Kapton, a type of polyimide, in order to test their etching abilities. The depth of etching was measured using a Tencor Alpha Step 200 profilometer when possible. For some samples the thickness of the material was too small to be accurately measured using the profilometer. For this reason many samples were made using gold-covered silicon wafers and Kapton on which gold gates were deposited. Once the materials were coated and etched off these substrates, subsequent gold strips were deposited. The conductance between the original gold and top-layered gold was tested using the probe station. If the conductance was high
between the two gold areas then it could be concluded that the intermediary substances were sufficiently etched.

4. Results and Analysis

4.1 Amplification

Based on the characteristics of the organic transistors, gains for the amplifier circuits were first predicted using standard FET equations. The following equation was used for the common source amplifier:

\[
|\text{Gain}| = g_mR_d = \mu C_\text{ox}\frac{W}{L}(|V_{gs}| - |V_t|)R_d
\]

However, the condition that must be considered when using this equation is that the overdrive voltage \((|V_{gs}| - |V_t|)\) must be less than \(V_{ds}\) in order to stay in saturation. So as the gate voltage increases, at a certain point the voltage across the drain resistor becomes too large for the device to stay in saturation. The circuit accounts for this and keeps the drain currents low enough to keep the transistor working in saturation. Considering this, Figure 5 shows the maximum theoretical gains, which would still keep the device in saturation, for various resistances. The curve is close to linear, which makes sense because the equation is linearly based on increasing values of \(R_d\). However, it can be seen that the gains are starting to level off as the resistances get very high. This is because higher resistances drive the transistor out of saturation more easily.

![Figure 5: Calculated gain for increasing drain resistance](image)

Next, a DC bias point analysis was performed on the device. Figure 6a shows the curves of varying drain resistances for DC drain voltage versus gate voltage. The point where the slope is greatest in magnitude represents the area for highest gain. The table in Figure 6b shows the slope of the estimated trend line for each resistance. This slope represents the predicted gain for its respective drain resistance.
The \( V_{ds} - V_g \) curves show that the range of highest slope gets shorter closer to zero as the resistance increases. This is because with a higher resistance, the voltage across the drain resistor increases more quickly and pushes the device out of saturation earlier. It can also be seen from Figure 6 that as resistance increases the predicted gain typically increases. This is expected from the calculations, as shown in Figure 5. Another similarity is that both sets of gain predictions appear to be leveling off at high resistances. The gain ceiling is much lower from the DC analysis, however. The calculated gains are based on traditional MOSFET calculations which do not exactly fit the OFETs. For instance, the mobility of organic devices tends to vary with the gate voltage, a phenomenon not accounted for in the calculations. The predicted gains from Figure 6 seem to predict the gains more realistically since they are based specifically on the devices that will be used.

The small signal gain analysis was performed for the same range of resistances. Figure 7 shows a graph of gain versus drain resistance. For each resistance, the gate bias voltage was varied by 1V increments and the input and output waveforms were recorded for each bias voltage. The highest of these recorded gains for each resistance is displayed in Figure 7. These gains were taken for a 15Hz small signal input with a peak-to-peak voltage of 1V.
The gains found through small signal analysis are seen here reaching 3.5 V/V maximum for resistances around 25MΩ. These gains increase with resistance until they reach a high gain ceiling, just as was seen with the calculation and DC analysis predictions. The actual gains are slightly lower than those predicted by the V_{ds}-V_{g} curves. A possibility for this is that the highest gains were passed over as the gate bias was swept. A 1V step is relatively high when dealing with the small gain range for high resistances. This may also explain why the gain around 25MΩ is slightly higher than the leveling at 35MΩ and above. Another possibility for decreased actual gains is that the 15Hz small signal is too high frequency for the transistor. Since the gate is the entire bottom of the device, the gate capacitances are very large and thus the frequency range for high gain is very small. Figure 8 shows gain with respect to frequency for several drain resistances.

It can be seen from Figure 8a that the gains seriously decrease as the frequency of the input signal increases. The system exhibits a maximum gain of about 2.3V/V at 3Hz, the lowest frequency recorded. As soon as the
frequency increases, the gain begins decreasing greatly. By the time 50Hz was reached, the gain had gone down 1V/V. Approaching frequencies over 100Hz, the output became slightly distorted, which could account for the bumps at these values. Figure 8b shows a log-log plot of frequency versus gain in decibels. This graph shows a DC gain approaching about 7V. This gain stays somewhat constant only up to about 8Hz. The -3dB point of this device is about 35Hz. Extrapolating the data, it appears that the gain is falling a bit faster than the typical -20dB/decade exhibited by MOSFETs after the -3dB point.

The very low frequency threshold of the devices used is mostly due to the bottom-gate style it uses. The entire bottom of the sample is a doped silicon gate, thus the capacitance from the gate to the electrodes is very high. This would seriously degrade signals of any measurable AC frequency, as shown in Figure 8. This is problematic for use in a brain-computer interface. The brain impulses are not a consistent AC signal; however they can be sporadic within a short time period. Attempting to get a -3dB point of 500Hz would be ideal. This could be achieved by using small gold gates below the device instead of a large wafer bottom. A smaller gate would decrease the parasitic gate capacitance and increase the frequency limit of the amplifier.

Gains for the cascode device were also measured by small signal gain analysis. The biasing transistor, as seen in Figure 4b, was tied to the -50V power supply to keep it in saturation and give the highest gain. The gain for a cascode device should be close to double that of the common source topology for a typical MOSFET. The gains recorded for the OFET cascode devices, however, were about the same as those of the common source. The maximum gain was around 3.5V/V at a drain resistance of 30MΩ. This lower gain than expected was caused by the high output resistance of the OFET which was in parallel with the drain resistance. Thus the gain was just the same as the common source since the drain resistance was still equal to the resistor.

Cascode devices should also exhibit a higher bandwidth than their single transistor counterparts. A frequency sweep of the OFET cascode device with a 10MΩ drain resistance is shown in Figure 9. The -3dB point is around 25Hz, slightly less than the common source -3dB point seen in Figure 8. This is certainly owed to the very large gate to electrode capacitance which destroys the gain of any sizeable AC signal. The gain roll-off after the -3dB point seems to be at a much slower rate than the common source did in Figure 8. The cascode is closer to the 20dB/decade rate seen in MOSFET transistors.
4.2 Patterning Methods

Dry etching parylene was performed on several different substrates (glass, silicon, Kapton) for varying thicknesses of parylene. O₂ etching of these samples was performed at a pressure of 500mTorr and an etching power of 100W. The time of etching was varied for all the different samples in order to obtain adequate data. The etch rate of parylene under these conditions was found to be approximately 0.2µm/min using the profilometer. The samples measured on silicon and glass gave the best results for thickness etched. It was difficult to adequately measure Kapton-based samples under the profilometer due to the non-planarity of the Kapton surface.

BCB and SoG were etched with SF₆ at 500mTorr as well, but the power typically used was 75W. These substances could not be measured well on the profilometer. The SoG was not etched by the SF₆ well and thus would prove difficult for patterning via holes. BCB appeared to be etched, but could not be measured since it was only a few hundred nanometers to begin with.

5. Conclusions

Amplifying circuits were set up using pentacene-based organic transistors. Regular common source topologies exhibited gains up to 3.5V/V for resistances near 25MΩ. These gains were seen over about 10Hz. Cascode was also tested to find the same gains as common source with a slightly lower frequency drop. Parylene was etched using oxygen plasma and exhibited a rate of 0.2µm/min at 500mTorr and 100W. BCB and SoG were plasma etched using SF₆, but SoG exhibited no useful etching and BCB appeared etched, but was not able to be measured.

6. Recommendations

The biggest difficulty for testing the amplifier circuits was doing so around a glove-box probe station. This limited the amount of devices to two and also inhibited testing to a certain
degree. If devices could be patterned in the circuit form on a substrate using photolithography, higher level topologies could be tested. This would require all transistors as biases since resistors could not be easily put on a chip. This would also further investigate the ambipolar properties of the OFETs created for that purpose.

For the etching process, using a mask to add photoresist to a device in a hole-over-gate fashion could be attempted. This could be done on a transistor itself. After the etching an electrode could be deposited down the hole. The device could then be tested using the electrode as the gate access. This would show that the patterning methods are useful for application on the OFETs. Another possibility for future work on the etching is to use a polyimide dielectric as opposed to SoG and BCB, which were proven to difficult to etch. Polyimide dielectrics have been shown to produce devices with decent characteristics, and may be much easier to etch [22].
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ABSTRACT

Currently, there is no formal method for the development and testing of medical device software, such as that used in pacemakers and implantable cardioverter-defibrillators (ICD). A large majority of device recalls are due to failures in the software that went undiscovered during product testing. For example, safety recalls of pacemakers and implantable cardioverter defibrillators due to firmware (i.e. software) problems between 1990 and 2000 affected over 200,000 devices, comprising 41% of the devices recalled. In order to preempt these failures, the device companies and the regulatory agencies, such as the FDA, need a better way to formally and functionally verify these devices before bringing them to the market. The heart model outlined in this paper is a tool used to simulate, test and validate these devices across multiple modalities in a plug-and-play manner. By synthesizing a large number and variety of intra-cardiac electrogram and derived external electrocardiogram signals, the model will create a database well beyond the scope of the MIT-BIH ECG database, the current standard for most cardiac medical device algorithm testing. This heart model allows for more extensive formal and functional testing of pre-market cardiac medical devices to detect flaws before the devices are implanted in patients.
1. **INTRODUCTION**

As the medical device industry grows, more devices contain software without a person in the loop. However, the Food and Drug Administration (FDA) and other regulatory agencies have no formal method for testing and verifying that the software performs properly and does not malfunction. For this reason, as the medical device industry grows so does the number of medical device recalls. The percentage of device recalls due to software problems is exceptionally high in cardiology and in vitro diagnostics due to the heavy reliance on software in these fields [i][ii]. Many recalls in cardiac devices are due to inappropriate delivery of treatment or inability to intervene when necessary [iii]. According to Compton, 25-33% of implantable cardioverter-defibrillator (ICD) shocks delivered are inappropriate, causing unnecessary pain and damage to the patient [iv]. Firmware problems go undiscovered during FDA testing and approval because the algorithms are completely proprietary to the device companies. Each company has its own method for testing and validating its own algorithms, but there is no standardized, formal method that the FDA can utilize to ensure all ICD’s deliver shocks appropriately and all pacemakers maintain proper cardiac rhythms.

The development of a virtual heart model (VHM) that can be applied in research and medical environments allows for the betterment of medical device development techniques. The VHM is part of a larger virtual patient model (VPM). Data from every patient entering a hospital and undergoing tests will be stored and used to create an individualized patient model. Incorporating this data into a generic body model, such as the VHM, calls for the creation of interactive signals for use by doctors and researchers alike. Currently, a patient who enters the hospital to have a cardiac ablation procedure for treatment of an arrhythmia undergoes hours of monitoring and several pre-operative tests [v]. These data are stored only for the duration of the patient’s visit and are discarded afterwards. If this data could be saved and incorporated into a database, it would enhance future patient diagnostics and provide a more extensive database for device validation and verification.

This paper focuses on the development plan for the VHM with the primary aim of testing medical devices for premarket approval. Section 2 provides further background on the growing issue of software failures as well as a summary of current patient models. Section 3 overviews the virtual patient project. Section 4 details the design components of the VHM. Section 5 addresses how the current version of the VHM is implemented. Sections 6 and 7 present conclusions reached during the development of the project as well as future directions. Section 8 lists possible applications of the complete VHM and VPM.
2. BACKGROUND

2.1. Population of Medical Device Users

Every year, over 100,000 ICD’s are implanted in patients throughout the United States [vi]. This number will continue to increase as the baby boomers age and as the rate of obesity-induced cardiac disease climbs, as predicted by [vii] and [viii]. Since 1990, the number of pacemakers implanted has doubled and the number of ICD’s implanted has increased 11-fold. These devices are implanted in patients with arrhythmias and those who are at risk of sudden cardiac death. These conditions are usually associated with obesity, diabetes, and hypertension [ix]. It is predicted that 1% or less of the devices that are implanted will malfunction [x]. However, this statistic is surprisingly high when the raw number of deaths is considered. This number will only increase as the number of implanted devices increases in the near future.

2.2. Current Patient Models

Patient models have many uses, including device testing, medical staff training, and scenario modeling. The MIT-BIH database contains collections of signals from real patients. Some of the waveform data contains simultaneous ECG, blood pressure, arterial pressure, CO2 level, and respiration recordings [xi]. This allow for the analysis of multiple aspects of a patient’s health at once, without the presence of an actual patient. These recordings contain all the variability characteristic of real-time signals, but are often too short and do not contain the interaction to be useful in comprehensive device testing. An alternative model is the MedSim300 patient simulator by Fluke [xii]. It is a signal generator that can be used for medical personnel training as well as medical device testing. This device can synthesize signals of cardiac arrhythmias, oxygen levels, respiration, and more. However, these signals are highly simplified and do not contain the variability inherent in true patient data. The virtual patient model outlined in this paper contains the variability of true data with the freedom of a synthesized signal.

2.3. Current Heart Models

Models of cardiac tissue excitation and contraction have been developed at institutions across the globe. However, many of these are complex, based on intracellular electrical conduction and action potentials. Boulakia et al. have developed a model to simulate external ECG recordings based on the electrical activity across the membranes of a network of interconnected cells [xiii].
Trayanova et al. have modeled the cardiac structure and its response to electrical stimulation, ranging from arrhythmias to depolarization \cite{xiv}. These models contain both mechanical and electrical components on the micro level, but are highly complicated and too computationally heavy for real-time processing. The model developed in this paper is on a macro-level, modeling the global electrical activity of the atria and ventricles of the heart.

3. VIRTUAL PATIENT

Creating the virtual patient has a dual purpose, to create a complete medical history for each patient, and to provide a larger number of medical recordings to the public domain for research purposes. This project is developed separately from but has potential to be included in the electronic health record \cite{xv}.

3.1. Medical History

The virtual patient model will compile all medically-relevant information from a patient into a single location to enhance treatment capabilities. Data and results from all tests will be stored here, even if they are not deemed relevant to a specific issue at the time of recording. As medical testing and screening becomes less invasive, even healthy patients will have detailed recordings taken, such as electrophysiology studies of their hearts. The maps created during these tests can be stored in the VPM and provide a healthy baseline for future comparison if the patient develops a heart abnormality.

The medical history will also incorporate details about a patient’s lifestyle. This includes physical activity levels, living environment, and daily habits. Previous medical treatments can also be relevant to the VPM. Usage of certain cardio-active drugs affects the performance of the heart and circulatory system. Data such as prescribed drugs, medical treatments or therapies used, the number of hours per week a patient exercises, and the quality of air in the patient’s living environment are all important factors that can alter his or her health status, both temporarily and in the long run.

3.2. Data Storage

The MIT-BIH database is now the largest and most widely used database for real signals. This data is used to test and verify research-based devices and algorithms as well as devices developed for the market. The database is not the ideal resource for pre-market testing because of the limited number and variety of signals available. One of the main uses of the database is for electrocardiogram (ECG) algorithm testing. However, most of the signals within the
database contain only two leads of pre-recorded data, while standard ECG’s contain 12 leads. Doctors are only able to make a satisfactory diagnosis by examining recordings from multiple locations on the patient’s chest. Two leads do not contain enough information to make a diagnosis.

When the database was created in the 1980’s, it contained a wealth of signals compared to other sources [xvi]. Because the database is not updated regularly, many of these recordings have become outdated and are of low quality compared to those taken with new devices. The data stored in the VPM will be updated regularly as the patient’s health is monitored over the years. By making the data stored in the VPM anonymous and available to the public, it will provide a variety of high quality signals for all who desire to use them. The VPM has the potential to be a more powerful algorithm testing tool for all types of medical devices than the MIT-BIH database.

4. DESIGN AND DEVELOPMENT

The first iteration of the virtual heart model was recently developed by the authors for the purpose of virtual and real medical device testing. For this reason, the VHM had to produce electrical signals similar to those recorded by medical devices, namely electrogram and ECG signals. In order to minimize the complexity of the model while making it as rich as possible, it was necessary to translate between the electrogram signals (measured from the interior of the heart) and the ECG signals (measured from the skin on the torso). Transforming electrogram data into multiple-lead ECG signals is known as the forward problem, while transforming the surface signals to the intracardiac signals is known as the inverse problem [xvii]. This iteration of the model utilizes the inverse problem, as ECG signals are more readily available for testing and manipulation.

4.1. Electrophysiology

The electrocardiogram is the most readily available recording of heart activity because it is a non-invasive and relatively inexpensive monitoring procedure. Using ten electrodes placed across the surface of the upper torso, the ECG records the global electrical activation of the heart muscle that
correlates with the contraction of the heart and expulsion of blood. The components of lead II of
the standard ECG are shown in Figure 4.1. When the heart is beating in normal sinus rhythm,
this pattern is repeated continuously at a constant rate \[^{xviii}\]. However, when the heart functions
abnormally, the morphology of the ECG is altered in relation to the type of arrhythmia.

![Figure 4.1: Components of the normal ECG. The baseline (blue) corresponds to the time of no
electrical activity in the heart. The P wave is atrial depolarization. The QRS complex is ventricular
depolarization. The T wave is ventricular](image)

In order to artificially generate ECG signals for the VHM, recordings of normal and arrhythmic signals were taken from the MedSim300 and stored. These signals were parsed into individual heart beats and then parsed again into the individual components of the beat, namely the P wave, QRS complex, T wave, and baseline, shown in Figure 4.1.

State models for each arrhythmia were generated from the parsed ECG signals. For example, the normal sinus rhythm state model contained P, QRS, T and a baseline of variable length. The length of the baseline was altered to increase or decrease the frequency of the signal and replicate varying heart rates.

### 4.2. Inverse Problem

Although ECG recordings from the body surface are easy to obtain, the traces from the twelve leads are not intuitive and give only limited spatial discrimination inside the heart. A more useful display of the intracardiac excitation levels is through the Frank XYZ leads, which show the projection of the heart vector on the anatomical planes. The inverse Dower matrix was used to map the ECG signals into the XYZ components of the heart vector \[^{xix}\]. Figure 4.2 shows a tool developed by the author for visualization of the heart vector in three-dimensional space. The heart vector or vectorcardiogram (VCG) is a useful precursor to a complete model of intracardiac excitation because it maps the electrical activity from the surface of the body to the inside of the chest and heart.
**Figure 4.2:** a) 3D Heart Vector Loop Derived from 12-Lead ECG for one heart beat, b) Projection of the heart vector in the frontal XY plane, c) Projection of the heart vector in the left sagital YZ plane, d) Projection of the heart vector in the horizontal XZ plane, e) Tracings of the 12 ECG leads for one heart beat.

**4.3. Hardware**

The model was implemented on a programmable hardware platform, allowing the user to directly interface with analog and digital devices. For this project, the VHM was implemented on the National Instrument sbRIO-9641 FPGA board, shown in Figure 4.3. The virtual heart model is embedded in the real-time microcontroller. The signals are fed through the FPGA chip to the ADC and DAC onboard, allowing for the transmission of signals between the patient simulator on the computer.
the MedSim300, an oscilloscope, and medical devices.

5. IMPLEMENTATION

All aspects of the heart model software were created in Labview and embedded in the NI FPGA board. The Labview GUI is shown in Figure 5.1 and the code is shown in appendix D. The heart model responded to three inputs: atrial pacing, ventricular pacing, and an ICD shock. A state diagram of the arrhythmia heart model is depicted in appendix A. The more detailed state diagram of the pieces of sinus rhythm and parts of the ECG are depicted in appendix B.

In this version of the GUI for the heart model, pacing and shocking are manually implemented. This allows for comprehensive testing of the heart model to aid development of the algorithms. For normal sinus rhythm (NSR), the heart rate can be adjusted at the start of signal generation. The construction of the ECG signal in real time is done on the real-time microcontroller. The signal is output through the FPGA board and the DAC to the virtual pacemaker or ICD medical device. The medical device software reacts similarly to how a real medical device would react. The software contains a QRS detector, allowing for heart rate detection and thus identification of the state of the heart. The medical device can then output a pace or shock signal, which is fed back through an ADC to the FPGA and into the heart model.
Because the system contains the heart and device in a closed loop, the heart model can react to inputs from the medical devices. This gives the entire system a dynamic nature that one does not find in recorded signals from real patients. For example, if the initial state of the heart is ventricular tachycardia (VTach), the ICD would normally pace in order to restore NSR. However, if the ICD does not detect the VTach for some reason, the state of the heart will degrade to ventricular fibrillation (VFib). For this state, the ICD detects the chaotic rhythm and delivers a shock. This shock causes the heart model to restore NSR.

**Figure 5.1:** Interactive user interface for the heart model version 1.0.

a) the signal being input from the heart model to the virtual medical device, b) the signal output from the virtual medical device, c) control box for the ICD shocking or pacing functions of the medical device, d) display of the current state of the heart model, either normal sinus rhythm (NSR), bradycardia (BRAD), ventricular tachycardia (VTACH), or ventricular fibrillation (VFIB) and the heart rate measured by QRS detector.
Not every situation with medical device intervention is ideal, and some can lead to unhealthy results. For example, if the ICD shock or pace is delivered when the ventricles are undergoing repolarization, the heart will not reset to NSR, but will instead go into VFib. This is implemented in the heart model to ensure that the medical device software can detect when the heart is in the T wave (ventricular repolarization), and will thus withhold shock until an appropriate time.

6. DISCUSSION

The virtual heart model was successfully created to interact with actuations from medical devices and medical device software. This actuation will allow for direct testing of medical devices by the FDA and by the medical device companies themselves. The heart model can respond to pacing located in the right atrium and the right ventricle, as well as shocks delivered in the right ventricle. The location of the virtual electrodes that deliver the pace or shock is not variable within the model as it would be in a real patient. Adjusting the location of electrode attachment in the heart wall will need to be incorporated in later iterations of the model.

The current version of the model incorporates a comprehensive set of arrhythmias that are important for medical device testing, namely VTach and VFib. The model does not, however, contain more complex arrhythmias such as heart block or atrial fibrillation, which would be necessary for more in depth analysis and testing of software. Each arrhythmia is represented as a separate state in this version of the model. In order to make the model more physiologically accurate, the model must become based on probabilities and other factors. This can be done using a Hidden Markov process to train the heart model to create more realistic signals.

The use of electrocardiogram signals in the heart model is not realistic for integration with medical devices, as most devices are implanted inside the patient’s chest and respond to electrogram signals. For this reason, the use of the vectorcardiogram transform or another inverse model solution is necessary to transform between the external ECG signals and the internal electrogram signals. Once this transformation is made, real medical devices can be plugged in to the model hardware and interact in a closed-loop fashion.

In conclusion, version 1 of the virtual heart model outlined in this paper provides a solid foundation on which to build a more complex and realistic model. The closed loop nature allows for interaction between the heart and devices. A complete model will provide medical device
companies with a tool for proper software development and testing. It will also provide the FDA and other regulatory agencies a method to formally validate and verify this software before approving it for the market. With both the FDA and the device companies working to improve software development, device malfunctions due to software issues are hoped to decrease significantly and reduce the rate of device-related mortality.

7. FUTURE WORK

7.1. Integration of the Virtual Patient Model

By combining the recorded signals from patients with the synthesized signals from the VHM, the model will be able to create an infinite array of cardiac electrical signals. A purely synthesized signal, such as that created by the MedSim300, is not sufficient for testing and validation of medical devices. Those signals do not contain the variability and unpredictability of signals recorded from real patients.

7.1.1. Context of Signal

While standard ECG signals contain useful features due to redundancy and quality of signal, they are limited by the context of the recordings. Because the patient being monitored must be hooked up to the ECG through ten electrodes with connection wires, the patient must remain relatively still. For this reason, nearly all ECG signals are recorded while the patient is stationary. They contain no artifacts due to movement or exercise exertion.

Recordings taken from Holter monitors [xvi] or Loop monitors [xvii] are taken while the patient is ambulatory. This means the signals recorded by these monitors contain artifacts associated with patient motion, environment, and activity level. The VHM will be able to extract these artifacts from recorded signals and superimpose them on the signals produced by the modeling, creating a more realistic and more widely applicable model. Artifacts can arise from activity level, such as running, walking, sleeping, and emotionally and physically stressful situations. The patient’s environment and surroundings, such as being underwater, at high altitudes, or at extreme temperatures, can affect the operation of his or her cardiac system. The patient’s internal state, such as hormone levels or any drugs that are in his or her system, will also alter the signals, making them more complex for interpretation by software algorithms.
A basic example of artifact integration is breath rate. Breathing causes a baseline variation in the ECG because the distance from the heart to the torso wall changes as lung diameter increases and decreases. The breath rate also introduces variability in heart rate. As the lungs expand, they put pressure on the major veins and arteries in the chest, causing blood pressure to increase, which then triggers heart rate to decrease [xviii]. The VHM must be able to introduce the wandering baseline and the variable heart rate into synthesized signals.

7.1.2. Patient-Specific Signal

Just as the context artifacts can be integrated into synthesized signals, so can patient specific artifacts. This includes elevations in the ST-level, morphology changes in the P wave, and lengthened PR interval due to diseased conduction pathways. A combination signal containing context and patient artifacts superimposed on the general VHM has uses in medical care. This virtual patient can be used to test medical devices specifically with the patient in mind to see how he or she will respond and if the device will function properly.

7.2. Signal Database

The combination signals give the heart model user the freedom to create a complex signal that will respond to actuation or feedback from an ICD or pacemaker. This provides a better testing environment for software validation and verification than other databases, which are static and provide no response. In addition, multiple forms of cardiac excitation signals need to be generated. This includes ECG, endocardial and epicardial electrograms, and cellular-level action potentials. Using these signals, the heart model can be used to test both implantable and on-body medical devices. Future iterations of the VHM will contain spatial information on the muscular contraction and deformation of the heart, allowing mechanical-based medical devices to be tested as well.

8. APPLICATIONS

The VHM can be used in both research and medical environments. The formal model can be used by the FDA for rapid premarket testing, validation, and certification. The model can be used in clinical trials for cardio-active drugs and other pharmaceuticals. The patient-specific model is useful for pre-operative diagnosis, potentially reducing the number of cardiac procedures. It also has uses in post-operative recovery monitoring, to ensure that treatment was complete and complications do not arise.

8.1. Research and Development
The heart model can be used by the FDA for rapid premarket testing, validation and verification of medical devices. Currently, the FDA entrusts the validation of medical device software to the companies that make the devices. These companies run the software through a set of signals that was determined by the company itself to be sufficient for testing. The FDA is not involved in choosing the set of signals, so they cannot be sure the device is actually validated or compare performance across different devices.

Examples of devices that require software validation and verification are implantable loop monitors, pacemakers, and ICD’s. In conjunction with the design of the heart model, the authors will design an electrocardiogram monitoring adhesive strip. The strip, which will be placed on the patient’s chest above the heart, will contain two electrodes for signal acquisition and embedded programmable hardware for arrhythmia detection. The software on the monitoring strip will be verified and validated using the heart model. It will provide useful feedback during the model development to make the model interact properly with device software.

8.2. Medical

In many situations, insufficient patient history and data are recorded to make a diagnosis. In these cases, the doctor can conduct new tests, which are time consuming and costly, or he or she might perform a procedure or surgery the patient may not need. Integrating a medical history and patient lifestyle with a more general heart model will provide the physician with a predictive tool to diagnose what ailments a patient has without doing invasive testing.

A second medical application is for cardiac ablation surgeries. These surgeries are complicated procedures that require the patient to be under general anesthesia for eight or more hours [xxii]. Much of this time is spent creating an intracardiac map of the excitation timing within the myocardium. If a general map could be produced using the VHM and patient specific data before the procedure, the electrophysiologist would need less time for mapping and thus reduce the overall surgical time.

After the surgery is completed, the patient is at risk for post-operative complications or recurrence of the arrhythmia. The VPM would also have the capability to evaluate the
effectiveness of the ablation procedure and predict the likelihood of a recurrence or transference of the arrhythmia from one site to another [xxiii]. The collection of post-operative recordings from a large number of patients will give the heart model the capability to predict both normal and abnormal outcomes, allowing the doctor to preemptively choose the next step in the patient’s treatment.
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ABSTRACT

An important step in the autonomization of robots specifically designed for mobility is autonomous navigation: the ability to navigate from a current position to a programmed point, without the manual control of a human user. The object of this summer research was the autonomization of the robot RHex, a highly mobile hexapodal robot built in the GRASP lab of the University of Pennsylvania, which was accomplished by the integration of a global positioning system (GPS) module into the robot. The GPS module gave the robot the ability to follow a “breadcrumb” path of GPS way-points. Once the GPS data was parsed, the coordinates of both the robot’s location and the path of way-points were converted into flat-earth approximate Cartesian coordinates, and then inputted into a linear control system. Once this was accomplished, the robot had the ability to “know” its current position and navigate from it to any programmed point, providing there were no obstacles in its path.

Introduction

Robots are becoming more and more visible in daily life, as technological advancements make them capable of performing a variety of tasks. In particular, mobile robots are being used more frequently in everything from domestic purposes, such as mowing the lawn, to military tasks, such as bomb detection. As mobile robots become more advanced, human control is neither convenient nor adequate. More sophisticated robots must move towards autonomy: the ability to perform their tasks without human operation. Mobile robot navigation refers to the robot’s ability to safely move towards the goal using its knowledge and the sensorial information of the surrounding environment. [2]. This can be achieved by using advanced sensors that give a robot the ability to “know” where it needs to go, and collect data on its surrounding environment in order to safely move about and complete its task.

This paper documents the process of making a mobile robot autonomous by integrating a global positioning system (GPS) module. The former is used for global navigation: a higher level of navigation in which the robot both knows its own position and can follow a path of GPS way
points to navigate from its current position to some other position. The latter is used for local navigation: the ability of a robot to “see” its surrounding environment and use this knowledge to avoid obstacles. The ultimate goal of this autonomization is to have the mobile robot follow a “breadcrumb” path of GPS way points, while avoiding immediate obstacles in its path.

**Background**

Section 1: Navigation

1.1 Odometry

Robots use data from sensors on their motor called encoders to calculate how far they have moved in some certain period of time, just as blindfolded humans could guess their approximate position by counting how many steps they have taken. Odometry is the process of estimating the position of a mobile robot using the wheel’s rotational velocity and angular velocity, determined by the encoders[4].

1.2 Dead reckoning

Dead reckoning is a simple mathematical procedure for determining the present location of a vessel by advancing some previous position through known course and velocity information over a given length of time [6]. Though dead reckoning has a broad meaning, it is typically implemented using odometry data. Dead reckoning is used to compute the position of a robot during path tracking and other behaviors. However, due to cumulative errors in its motor control, a robot that navigates by dead reckoning alone will eventually lose track of its true position [7]. Inertial measurement units, which work by sensing changes in acceleration and calculating change in position over time, are also used for dead reckoning. However, accumulated errors in estimation of displacement over time eventually lead to significant errors. Overall, cumulative errors make dead reckoning a useful yet imprecise measurement of navigation.

1.3 Global Navigation: Global Positioning System

The Navstar Global Positioning System (GPS) developed as a Joint Services Program by the Department of Defense uses a constellation of 24 satellites (including three spares) orbiting the earth every 12 hours at a height of about 10,900 nautical miles. According to Borenstein and Feng in their essay “Where Am I?”, the absolute three-dimensional location of any GPS receiver is determined through simple trilateration techniques based on time of flight for uniquely coded spread-spectrum radio signals transmitted by the satellites. Knowing the exact distance from the ground receiver to three satellites theoretically allows for calculation of receiver latitude, longitude, and altitude. [5]. GPS gives users their positions whenever and wherever they are
outdoors all over the world. In addition, using GPS, robots can always locate their own position with only one coordinate system that is standardized as latitude/longitude in GPS. This is very helpful to avoid complicated management of coordinate systems [8].

The integration of a GPS into a robot can give the robot the ability to know its current position, and follow a “breadcrumb path” of points from its current position to any determined way point, given an adequate control system. However, the global positioning system has its own set of constraints. GPS cannot be used when users are indoors because the radio waves from satellites cannot penetrate walls [8].

GPS modules give raw data as constant streams of sentences according to protocol (a standard set of rules) defined by the National Marine Electronics Association. The data included in the sentence is defined in the first word, while the individual pieces of data (such as latitude and longitude) are separated by commas. Different sentences give different pieces of data, and modules rotate through outputting these sentences as they constantly update the data they calculate using the satellite signals. In order to utilize the data, a code must be written to parse the data: break down each sentence and organize the data into a form useable by whatever device or program means to use it.

Section 2: The Robot

2.1 The Body

The RHex robot is a highly mobile hexapodal robot built in the GRASP lab at University of Pennsylvania. The robot’s design consists of a rigid body with six compliant legs, each possessing one independently actuated revolute degree of freedom. The attachment points of the legs as well as the joint orientations are all fixed relative to the body [2].

The legs utilize an alternating tripod phase, with the two “tripods” revolving in anti-phase relative to one another. Each tripod is set to a Buehler clock function with a slow and fast phase. To achieve this, the clock uses a piece-wise linear angle vs. time reference trajectory characterized by four parameters: the total stride or cycle period, the duty factor (the ratio of a single stance period over the cycle period), the leg angle swept during stance, and an angle offset to break symmetry in the gait [11]. Different “gaits” can be designed by altering the parameters of the gait.

2.2. Control

A control system, a function used to mathematically compute appropriate commands to move a robot to a desired position, must be put in place to take the GPS data and move the robot along its path of way points. I decided to utilize a basic linear control system, one in which the system being studied can be modeled by linear differential equations [12]. This linear control system
assumes the robot is moving at a constant speed, and alters the orientation over time to steer the robot to its desired position. Such a control system is commonly referred to as a unicycle control system.

Control System Design

1. The Linear Controller

The linear control system (LCS) decided upon is one in which only the orientation of the robot is controlled, and the velocity is assumed constant. Basic trigonometry shows that if this is the case, then if the robot (modeled as a point) moved from point A to point B with a constant velocity, the equations for movement are:

\[
\begin{align*}
   x &= s \cdot \cos(\theta) + x_0 \\
   y &= s \cdot \sin(\theta) + y_0 \\
   s &= s \\
   \theta &= \theta
\end{align*}
\]

Where \(x, y\) are displacement in the \(x\) and \(y\) direction, respectively; \(\theta = \arctan(y/x)\) is the orientation of the point relative to the origin of a defined coordinate system, and \(x_0, y_0\) are the initial displacements of the point relative to the origin of the defined coordinate system (both zero is the point is initially at the origin). The derivatives of these equations with respect to time are then:

\[
\begin{align*}
   x' &= s \cdot \cos(\theta) \\
   y' &= s \cdot \sin(\theta) \\
   s' &= 0 \\
   \theta' &= \mu
\end{align*}
\]
The change in speed over time, \( ds/dt \), is zero because speed is constant. The change in theta, \( \mu \), is determined later, as it is the only input into the system.

The control system took the form of:

\[
X' = [A][X] + [B]
\]

Where X is a 4 x 1 matrix consisting of X coordinate displacement, Y coordinate displacement, speed, and orientation; A is the state space equation that describes the state of the system, and B is the input into the system. Using the all ready derived equations we can fill in the state space equation and complete the linear controller:

\[
\begin{bmatrix}
\dot{X} \\
\dot{Y} \\
\dot{Y} \\
\dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & \cos(\theta) & 0 \\
0 & 0 & \sin(\theta) & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
s \\
\theta
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
\mu
\end{bmatrix}
\]

1.2. Closing the Loop – Determining \( d\theta/dt \), the Input into the System

The change in theta with respect to time is the keystone of the controller, as this is what steers the robot from its current position to its destination. In order to come up with an adequate equation, it is necessary not only to know the current orientation of the robot, theta, but also the angle from the robot’s current position to the destination point, theta star \( (\theta* = \arctan(y*/x*)) \). By subtracting these two terms, the difference is the necessary change to alter the orientation of the robot from its current orientation to the direction of the destination point. Therefore, the equation for the change in theta became:

\[
\theta' = k_p \cdot [\theta* - \theta]
\]
where $k_p$ is the gain, a constant that determines how strongly the controller tells the robot to turn per iteration of time. If it is too high, the robot will try to change its orientation faster than it is able, causing errors. If it is too small, the robot will not be able to turn fast enough and will miss the point all together. $\theta'$ is recalculated each iteration of the controller, constantly updating the robot’s orientation theta and recalculating how much the robot needs to turn to align itself with theta star.

With this equation determined, the controller's complete\textsuperscript{1}, as shown below.

\begin{align*}
x' &= s \cdot \cos(\theta) \\
y' &= s \cdot \sin(\theta) \\
s' &= 0 \\
\theta' &= k_p \cdot [\theta^* - \theta]
\end{align*}

I then designed a Matlab simulation. The simulation utilized these equations to equate a giant matrix of the incremental changes of $x$ and $y$ of a point moving with some constant speed and changing its orientation according to the equation for $\theta'$. After each iteration $\theta'$ was recalculated using the new values of $x$ and $y$. The simulation looked like:

\textit{Figure 1: Robot utilizing Basic Controller to move from $X = 0, Y = 0$ to $X = 5, Y = 5$}

\textsuperscript{1} See Appendix A for Basic Linear Control System, Matlab simulation code.
The origin is defined as the start point, and coordinate (5,5) as the destination. The robot starts off moving and gradually alters its orientation, ending at the destination point. When modeled with multiple destination way points, the controller resembled this:

*Figure 2: Robot utilizing Basic Controller to move to multiple Waypoints.*

The controller reaches some certain distance from its destination point (depending on how accurate the controller needs to be; this value is set. In this case, the value is set at .1 units), and then moves on towards the next point. We call this term proximity.

However, as smooth as the graph may look, in reality such a controller has errors. The robot
reaches its destination and then jerks towards the next point. A smoother, more advanced controller “rounds corners”, beginning to orient itself towards the next point as it nears its first destination. I set about upgrading my control system to smoothly round corners. Considering that change in theta with respect to time, \( d\theta/dt \), is the only variable controlled in this unicycle control system, the equation for \( \theta' \) had to be altered. In order to have the robot start moving towards the \((n + 1)\)th destination as it neared the \( n \)th, I needed to put in a \( \theta^* \) term not just from the \( n \)th term, but also the \((n + 1)\)th term. This \((n + 1)\)th \( \theta^* \) became known as \( \theta^{*2} \). The equation for \( d\theta/dt \) became:

\[
\theta' = k_p \cdot [\theta^* - \theta] + \frac{k_{p2}}{||x_1 - x||} \cdot [\theta^{*2} - \theta]
\]

Where \( ||x - x_1|| \) is a magnitude term, the displacement between the current position of the robot and the \( n \)th way point. The second gain is divided by this term because this magnitude will get smaller as the robot nears the \( n \)th way point. Therefore, the closer the robot moves towards the \( n \)th way point, the stronger the influence of the second part of the \( \theta' \) equation. If \( k_{p2} \) is too large and the influence of \( \theta^{*2} \) is felt too strongly too early, the robot will not reach the \( n \)th way point before it starts being dragged off course. The robot will loop around several times before eventually reaching proximity (Figure 3). In a worst case, the robot cannot reach proximity, cannot begin to move towards the \((n+1)\)th point, and the controller will fail as the robot loops infinitely (Figure 4).

*Figure 3: Robot has difficulty reaching Proximity due to a high Gain.*
Figure 4: Robot unable to reach Proximity due to a high Gain.

However, working normally, the controller gently rounds corners, leading to a more efficient controller\(^2\). In Figure 5., the basic controller is in green while the advanced controller is in blue:

Figure 5: Basic Controller (Green) juxtaposed against the Advanced Controller (Blue).

\(^2\) See Appendix B for Advanced Linear Control System, Matlab simulation code.
The final linear control system, in matrix form, is:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\dot{x}} \\
\dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & \cos(\theta) & 0 \\
0 & 0 & \sin(\theta) & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
s \\
\theta
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
k_p \cdot [\theta^* - \theta] + \frac{k_p^2}{\|X_1 - X\|} \cdot [\theta^{*2} - \theta]
\end{bmatrix}
\]

Utilizing the GPS Data

GPS modules give position in terms of latitude and longitude. Latitude and longitude are angular displacements from the equator and prime meridian, respectively. They are angular coordinates that create a grid on a spherical object, and not the simple two dimensional Cartesian coordinates that the linear control system uses to operate. Therefore, directly plugging latitudes and longitudes into the LCS as x and y coordinates would not work. In order to use our control system, we must convert the latitude and longitude given by the GPS into Cartesian coordinates.
These conversions are flat-earth approximations: the formulas draw the angular coordinates onto a flat, two dimensional plane that is, in reality, tangential to the earth’s surface. However, due to the large circumference of the earth, flat earth approximations have minimal errors for areas under several hundred kilometers.

The latitude and longitude coordinates were put through these two functions:

\[
x = \cos(\phi) \cdot \sqrt{1 \over \left(\frac{\sin(\phi)}{a}\right)^2 + \left(\frac{\cos(\phi)}{c}\right)^2} \cdot \left[ (\text{longitude}_2 - \text{longitude}_1) \cdot \frac{\pi}{180} \right]
\]

\[
y = \sqrt{1 \over \left(\frac{\sin(\phi)}{a}\right)^2 + \left(\frac{\cos(\phi)}{c}\right)^2} \cdot \left[ (\text{latitude}_2 - \text{latitude}_1) \cdot \frac{\pi}{180} \right]
\]

where:

\[
\phi = \frac{\pi}{2} - \frac{(\text{latitude}_1 + \text{latitude}_2)}{2} \cdot \frac{\pi}{180},
\]

\(a = 6378136.6\) meters, the equatorial radius of the earth, and \(c = 6356751.9\) meters, the polar radius of the earth. These equations model the earth as a spheroid, instead of simple equations that model the earth as a sphere. This leads to more precise Cartesian approximations, due to a more precise radius of the earth (the radical term).
These equations converted a latitude/longitude path that very approximately resembles:

*Figure 6: Approximate Path of Movement on Google Earth.*
Into a Cartesian path of:

*Figure 7: Cartesian Approximation of a path of Latitude/Longitude Points.*

The path is rendered quite precisely in a Cartesian coordinate system. The converted points can now be utilized in the linear control system.

**Experimental Phase**

The linear control system could not be used directly by the robot; in order to be tested, the controller had to be adapted into a Python code that the robot could utilize. The Python code was only a rough approximation of the sophisticated controls detailed in the previous section. The Gaitrunner code could not tell the robot exactly the angle it needed to turn; instead, it told the robot to turn by a certain speed. The speed of the turn was determined on a -1 to 1 scale, in which -1 told the robot to turn as quickly as possible to the left, and 1 told it to turn as quickly as

---

3 See Appendix C for parsing/converting code in Python.
4 See Appendix D for the Robot Controlling Python code.
possible to the right. Giving the robot a value such as -0.5 to .5, or -.1 to .1, would have the robot move far more slowly and gently to the left or right.

The Python code that was eventually used to control the robot first calculated the robot’s orientation, theta, by basic trigonometry. It took the tangent of the difference on the y axis and the x axis of the robot’s last two coordinates. It then calculated the optimal orientation theta star, the angle from the robot’s current position to the destination point, also utilizing basic trigonometry. If theta star was greater than theta the robot was commanded to turn by -1 (as quickly as possible) to the left, and vice versa. Also by simple trigonometry, the robot calculated the displacement from its current position to the destination point. Once some certain proximity to the destination point was reached, the robot would either start navigating toward the next way point, or sit down if the final way point had been reached. Though the path was inefficient as the robot weaved back and forth,, this basic code allowed the robot to successfully autonomously navigate to multiple GPS way points after it was set down in a field and the points programmed in. The necessary proximity was first set to five meters, then halved to two and a half meters. In both cases the robot reached this proximity and then continued on to the next way point.

**Conclusion**

There is a great deal of improvement that could be made to the Python code that controls the robot. Ultimately, its level of sophistication needs to rival that of the linear control system on which it was based. Gains on the turn speed must be tuned. Currently, the robot weaves so strongly to the right and left (resembling a sine wave) because even if the orientation theta is very close to the optimal orientation, the robot is still told to turn as quickly as possible to the left or right. A gain must be put on the turning speed so that the robot turns quickly when its angle is far from the optimal orientation, and by a very small amount when its angle is near. Once this is done, the code must again be adapted to resemble not just the basic controller, but also the enhanced controller that rounds corners by feeling input from the following point as the robot nears its initial destination.

Secondly, the controller itself could be improved. The enhanced $\theta^*$ equation is nothing more than a poor approximation for a linear spline, one continuous mathematical function that smoothly links together multiple points. Utilizing linear splines in a controller would lead to a simpler, more efficient controller without the need for nearly as much gain tuning.

However, though there are many improvements to be made, the autonomization was ultimately a success. Using a GPS module, a linear control system, and basic trigonometry in the end, a code was designed that, given the absence of obstacles, could autonomously navigate a hexapodal robot from its current position to any set of multiple GPS way points.
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Appendix A

function [theta, X] = controller(start_x, start_y, start_angle, end_x, end_y, speed, gain)
% X is the original state of the system. X = 0, Y = 0, S = .1, theta = 0
    X = [start_x; start_y; speed; start_angle];
    X2 = [end_x; end_y; 0;0];

    xtilda = X2 - X;
    magxtilda = sqrt((X2(1) - X(1))^2 + (X2(2) - X(2))^2);
    i=1;
while magxtilda > .001
    kp = gain; %gain
    theta = X(4);
    
    thetastar = atan2(X2(2) - X(2),X2(1) - X(1));
    thetadot = kp*sin(thetastar - theta);
    
    A = [0,0,cos(theta),0;0,0,sin(theta),0;0,0,0,0;0,0,0,0];
    %State equation.
    B = [0;0;0;thetadot]; %Input
    xdot = A*X + B;
    X = X + xdot*.1;
    magxtilda = sqrt((X2(1) - X(1))^2 + (X2(2) - X(2))^2);
    
    subplot(2,1,1)
    plot(X(1),X(2), 'b')
    hold on
    plot(end_x,end_y, 'rx')
    hold on

    x(i) = X(1); % x axis data
    y(i) = X(2); % y axis data
function [theta] = newcontroller(start_x, start_y, start_angle, speed, gain)
    %newcontroller(initial x, initial y, initial orientation, speed, gain)
    X = [start_x; start_y; speed; start_angle];
    i = true;
    j = 1;
    hold on
    while i == true
        endx(j) = input('Give the end point on the x axis: ');
        endy(j) = input('Give the end point on the y axis: ');
        i = input('Input another set of points? Y=1/N=0: ');
        j = j+1;
    end
    distance = sqrt((endx(1) - X(1))^2 + (endy(1) - X(2))^2);
\[ b = 1; \]
\[ g = 1; \]
\[ \textbf{while } b < j \]
\[ \quad \textbf{while } \text{distance} > g \]
\[ \quad \quad \text{kp} = \text{gain}; \%\text{gain} \]
\[ \quad \quad \text{kp} = 0.8 \times \text{kp}; \]
\[ \quad \theta = X(4); \]
\[ \quad \text{thetastar} = \text{atan2(endy(b) - X(2),endx(b) - X(1))}; \]
\[ \quad \text{thetastar2} = \theta; \]
\[ \quad \textbf{if } b+1 < j \]
\[ \quad \quad \text{thetastar2} = \text{atan2(endy(b+1) - X(2),endx(b+1) - X(1))}; \]
\[ \quad \textbf{end} \]
\[ \]
\[ \text{diff} = \text{thetastar} - \theta; \]
\[ \text{diff2} = \text{thetastar2} - \theta; \]
\[ \text{thetadot1} = \text{kp} \times \text{mod(diff + pi, 2\pi) - pi}; \]
\[ \text{thetadot2} = (\text{kp} \times \text{distance}) \times \text{mod(diff2 + pi, 2\pi) - pi}; \]
\[ \text{thetadot} = \text{kp} \times \text{sin(diff)} + (\text{kp} \times \text{distance}) \times \text{sin(diff2)}; \]
\[ \]
\[ A = \begin{bmatrix} 0 & 0 & \cos(\theta) & 0 \\ 0 & 0 & \sin(\theta) & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}; \quad \%\text{State equation.} \]
\[ B = [0;0;0; \text{thetadot}]; \quad \%\text{Input} \]
\[ \text{xdot} = A \times X + B; \]
\[ X = X + xdot \times 0.1; \]
\[ \text{distance} = \sqrt{(endx(b) - X(1))^2 + (endy(b) - X(2))^2}; \]

\begin{verbatim}
subplot(2,1,1)
plot(X(1),X(2), 'b', endx(b), endy(b), 'rx')
hold on
end

b = b+1;
if b == j-1
  g = .1;
end

if b+1>j
  break;
end
end

\end{verbatim}
import math

# We begin by creating the Objects

# Weird checksum function that no one understands.
def checksum(line):
    sum = 0

    for char in line:
        sum ^= ord(char)

    checksum_manual = "%02X" % sum

    if checksum != checksum_manual:
        print 'bad checksum at line %d' % lineno

    return [checksum_manual]

# Analyzes GPRMC lines of GPS data, gives out latitude, longitude, speed, orientation
def gprmc(line):

    # checksum(line)
    linedata = line.split(',


    lat = int(linedata[3][0:2]) + float(linedata[3][2:]) / 60.0

    lon = int(linedata[5][0:3]) + float(linedata[5][3:]) / 60.0

    speed = float(linedata[7]) * 0.514444444 # meters/second
angle = float(linedata[8])
if linedata[4] == 'S':
    lat = -lat
if linedata[6] == 'W':
    lon = -lon

return [lat, lon, speed, angle]

#Analyzes gpgga lines of data
def gpgga(line):
    #checksum(line)
    linedata = line.split(',
    #print linedata
    latgga = int(linedata[2][0:2]) + (float(linedata[2][2:]) * 60.0)/3600
    print latgga
    longga = int(linedata[4][0:3]) + (float(linedata[4][3:]) * 60.0)/3600
    if linedata[3] == 'S':
        latgga = -latgga
    if linedata[5] == 'W':
        longga = -longga
    quality = int(linedata[6])
    satnum = int(linedata[7])
    altitude = float(linedata[9])
    return [latgga, longga, quality, satnum, altitude]
#Analyzes gpgsa lines of data

def gpgsa(line):
    #checksum(line)
    linedata = line.split(' ,
    mode = linedata[1]

    #if mode == "A": print "Automatic Mode"
    #elif mode == "M": print "Manual Mode"
    mode2 = int(linedata[2])
    #if mode2 == 1: print "Fix not available"
    #elif mode2 == 2: print "2D fix"
    #elif mode2 == 3: print "3D fix"
    j = 0
    for i in range(3,15):
        if linedata[i] != ": j=j+1
    print "There are " +str(j)+ " active satellites."
    pdop = linedata[-3]
    hdop = linedata[-2]
    vdop = linedata[-1]
    return [mode, mode2, j, pdop, hdop, vdop]

#Analyzes gpgsv lines of data

def gpgsv(line):
    #checksum(line)
linedata = line.split(',')
number = int(linedata[2])
sentnum = int(linedata[3])
satnumgsv = int(linedata[4])
return [number, sentnum, satnumgsv]

def getCartesian(lat1, lon1, lat2, lon2):
    # equatorial radius
    a = 6378136.6

    # polar radius
    c = 6356751.9

    phi = (lat1+lat2)/2
    phi = math.pi/2 - (phi*math.pi/180)
    lon_diff = lon2-lon1
    lat_diff = lat2-lat1

    temp = (math.sin(phi)/a)**2 + (math.cos(phi)/c)**2
    r = (1/temp)**0.5

    lon_r = math.cos(phi)*r
    x = lon_r*lon_diff*math.pi/180
    y = r*lat_diff*math.pi/180

    return [x, y]
# Time to Analyze

gpsfile = open('/Users/ryo/GPS20e.txt','r')

lat, lon, speed, angle = [], [], [], []
lattag, longtag, quality, satnum, altitude = [], [], [], []
mode, mode2, j, pdop, hdop, vdop = [], [], [], [], []
number, sentum, satnumgsv = [], [], []
coordinates, x, y, dx, dy = [], [], [], []

lineno = -1

while 1:
    lineno = lineno + 1
    line = gpsfile.readline()
    linesplit = line.split(',')
    if line == '': break
    line = line.strip()
    id = line[0:6]
    (line, checksum) = (line[0:-3], line[-2:])
    if id == '$GPRMC':
        if len(linesplit)<6: break
        data = gprmc(line)
lat.append(data[0])
lon.append(data[1])
speed.append(data[2])
angle.append(data[3])

elif id == '$GPGGA':
    if len(linesplit)<6: break

    data = gpgga(line)
    if data[0] != 0:
        latgga.append(data[0])
        longga.append(data[1])
        quality.append(data[2])
        satnum.append(data[3])
        altitude.append(data[4])

elif id == '$GPGSA':
    if len(linesplit)<6: break
    data = gpgsa(line)
    mode.append(data[0])
    mode2.append(data[1])
    j.append(data[2])
    pdop.append(data[3])
    hdop.append(data[4])
    v dop.append(data[5])

elif id == '$GPGSV':
if len(linesplit)<6: break

data = gpgsv(line)
lat.append(data[0])
lon.append(data[1])
speed.append(data[2])

for i in range(0,len(longga)):
    coordinate = [latgga[i], longga[i]]
    coordinates.append(coordinate)
    re = 6371*1000
    y.append(re*(latgga[i]-latgga[0])*math.pi/180)
    x.append(re*(longga[i]-longga[0])*(math.pi/180)*math.cos(longga[0]*math.pi/180))
    ex, ey = getCartesian(latgga[0], longga[0], latgga[i], longga[i])
    if ex < -60:
        print i
    dx.append(ex)
    dy.append(ey)
gpsfile.close()
Appendix D:

import math
import dy
import time
dy.init()
dy.network.connect('penn4', 8650)
dy.signal.send('calibrate_start')
time.sleep(5)
dy.signal.send('gaitrunner_start')
time.sleep(5)
dy.signal.send('stand_start')
time.sleep(5)
ds = dy.data.path('penn6')
dyturn = dy.data.create_at(ds, dy.DY_FLOAT, 'gait.turn')
dyspeed = dy.data.create_at(ds, dy.DY_FLOAT, 'gait.speed')
dy.data.set_float(dyspeed, 0, 0);
dy.network.push("penn6.gait.speed");
dy.data.set_float(dyturn, 0, 0)
dy.network.push("penn6.gait.turn");

# === We begin by creating the Objects ===
# Weird checksum function that no one understands.

def checksum(line):
    sum = 0
    for char in line:
        sum ^= ord(char)
    checksum_manual = "%02X" % sum
    if checksum != checksum_manual:
        print 'bad checksum at line %d' % lineno
    return [checksum_manual]

# Analyzes GPRMC lines of GPS data, gives out latitude, longitude, speed, orientation

def gprmc(line):

    # checksum(line)
    linedata = line.split(',')
    lat = int(linedata[3][0:2]) + float(linedata[3][2:]) / 60.0
    lon = int(linedata[5][0:3]) + float(linedata[5][3:]) / 60.0
    # speed = float(linedata[7])* 0.514444444 # meters/second
    # angle = float(linedata[8])
    if linedata[4] == 'S':
        lat = -lat
    if linedata[6] == 'W':
        lon = -lon
def gpgga(line):
    #checksum(line)
    linedata = line.split(',')
    latgga = int(linedata[2][0:2]) + (float(linedata[2][2:]) * 60.0)/3600
    longga = int(linedata[4][0:3]) + (float(linedata[4][3:]) * 60.0)/3600
    if linedata[3] == 'S':
        latgga = -latgga
    if linedata[5] == 'W':
        longga = -longga
    quality = int(linedata[6])
    satnum = int(linedata[7])
    altitude = float(linedata[9])
    return [latgga, longga, quality, satnum, altitude]

def gpgsa(line):
    #checksum(line)
    linedata = line.split(',')
    mode = linedata[1]
    mode2 = int(linedata[2])

j = 0
for i in range(3,15):
    if linedata[i] != ": j=j+1
# print "There are " +str(j)+ " active satellites."

pdop = linedata[-3]
hdop = linedata[-2]
vdop = linedata[-1]
return [mode, mode2, j, pdop, hdop, vdop]

# Analyzes gpgsv lines of data
def gpgsv(line):
    # checksum(line)
    linedata = line.split(',')
    number = int(linedata[2])
    sentnum = int(linedata[3])
    satnumgsv = int(linedata[4])
    return [number, sentnum, satnumgsv]

def getCartesian(lat1, lon1, lat2, lon2):
    # equatorial radius
    a = 6378136.6
    # polar radius
    c = 6356751.9
    phi = (lat1+lat2)/2
phi = math.pi/2 - (phi*math.pi/180)
lon_diff = lon2-lon1
lat_diff = lat2-lat1

temp = (math.sin(phi)/a)**2 + (math.cos(phi)/c)**2
r = (1/temp)**0.5

lon_r = math.cos(phi)*r
x = lon_r*lon_diff*math.pi/180
y = r*lat_diff*math.pi/180
return [x, y]

# ===== Time to Analyze =====
gpsfile = open('/dev/ttyS1');

lat, lon, speed, angle = [], [], [], []
latgga, longgga, quality, satnum, altitude = [], [], [], [], []
mode, mode2, j, pdop, hdop, vdop = [], [], [], [], [], []
number, sentum, satnumgsv = [], []
coordinates, x, y, dxx, dyx, endx, endy, pathx, pathy = [], [], [], [], [], [], [], []
i=1
j=0;
b = 0
while i == 1:
    deg = raw_input('Please give the latitude coordinate, degrees.minutes.seconds.hemisphere: ').split('.');
    degx = int(deg[0]) + (float(deg[1]) + (float(deg[2]) + "." + deg[3])/60)/60
    if deg[4] == 'S':
        degx = -degx
    deg2 = raw_input('Please give the longitudinal coordinate, degrees.minutes.seconds: ').split('.');
    deg2x = int(deg2[0]) + (float(deg2[1]) + (float(deg2[2]) + "." + deg2[3])/60)/60
    if deg2[4] == 'W':
        deg2x = -deg2x
    print degx, deg2x
    endx.append(degx)
    endy.append(deg2x)

i = raw_input('Would you like to input another set of points? Y=1/N=0: '); i = int(i)
j = j+1;

for i in range(0,j):
    path_x, path_y = getCartesian(39.9535, -75.1916388889, endx[i], endy[i])
    pathx.append(path_x)
    pathy.append(path_y)
lineno = -1

distance = 100

while b < j:
    while distance > 5:
        lineno = lineno + 1
        line = gpsfile.readline()
        linesplit = line.split(',
if line == ": break
        line = line.strip()
        id = line[0:6]
        (line,checksum) = (line[0:-3],line[-2:]
        if id == 'SGPGGA' and linesplit[4] != ""

        dy.data.set_float(dyspeed, 1 ,0);
        dy.network.push("penn6.gait.speed" );

        data = gpgga(line)
        latgga.append(data[0])
        longga.append(data[1])
        quality.append(data[2])
        satnum.append(data[3])
        coordinate = [data[0], data[1]]
        coordinates.append(coordinate)
ex, ey = getCartesian(39.9535, -75.1916388889, data[0], data[1])
dxx.append(ex)
dyx.append(ey)

if len(dyx) > 1:
    delta_y = dyx[len(dyx)-1] - dyx[len(dyx) - 2]
delta_x = dxx[len(dxx)-1] - dxx[len(dxx) - 2]
theta = math.atan2(delta_y, delta_x)

thetax = theta*180/math.pi

thetas = math.atan2(pathy[b] - dyx[len(dyx)-1], pathx[b] - dxx[len(dxx) - 1])

thetastarx = thetas*180/math.pi

diff = (((thetas - theta)+math.pi)%2*math.pi) - math.pi

print thetax, thetastarx

if diff > 0:
    print "turn left!"
    dy.data.set_float(dyturn,-1,0)
    dy.network.push("penn6.gait.turn");

elif diff < 0:
    print "turn right!"
    dy.data.set_float(dyturn,1,0)
    dy.network.push("penn6.gait.turn");
distance = math.sqrt((pathx[b] - dxx[len(dxx)-1])**2 + (pathy[b] - dyx[len(dyx)-1])**2)

print distance

print "Target Reached!"

b = b+1

if b + 1 > j:
    dy.signal.send('sit_start')
    break

distance = math.sqrt((pathx[b] - dxx[len(dxx)-1])**2 + (pathy[b] - dyx[len(dyx)-1])**2)

print distance
gpsfile.close();
ABSTRACT

Developing strong bones early in life reduces the risk of osteoporosis in the future. Various types of physical activity have been reported to produce osteogenic effects in children. However, current tools used in bone development research are unable to provide convenient and accurate measurements of the loads experienced in long bones throughout a child's regular daily physical activity. We have devised an inconspicuous system that can be embedded in a child's shoe to monitor and store force measurements during the course of a child's normal wakened activity. This in-shoe physical activity dynamometer, Foot-PAD, has been in development since the summer of 2004. The last model prior to the current research consisted of a circuit that amplified and converted electrical signals from polyvinylidene fluoride (PVDF) piezoelectric film sensors into digital force measurements. PVDF sensors are most sensitive to horizontal forces along the surface of the foot rather than forces directly transmitted to the foot. Repeated efforts to convert the normal force to a horizontal force were unsuccessful in the past. The Emfit Ltd. piezoelectret sensor has been developed with similar charge displacement properties but with the ability to measure vertical forces. The primary accomplishment of this development phase, therefore, was the incorporation of piezoelectret sensors into the system and appropriate modification of the circuit design. Tests with a custom-made mechanical testing device and squat jumps confirmed that the piezoelectret sensor could accurately measure vertical forces.
1. INTRODUCTION

Osteoporosis is a disease in which bone deteriorates and becomes porous, leading to decreased bone mass and significantly high risk of fracture. Approximately 55% of Americans fifty and older either have or are at severe risk of developing the disease [1]. However, because childhood is a time of rapid growth and peak bone mass is achieved by age twenty, developing strong bones early in life reduces the risk of osteoporosis in the future [2].

Because load-bearing bones are exposed to a significant amount of force from muscle contractions during physical activity, many researchers have studied the relationships between exercise and bone development. One of the hypotheses formed from this area of research is the Mechanostat hypothesis, which states that increasing maximal muscle contraction force from increased loading will have significant effects on bone size and strength [3-6]. Supporters of the Mechanostat hypothesis propose that the mechanical forces to which the bone is exposed ultimately determine its composition and strength.

Various longitudinal studies in children have reported that osteogenic effects vary based on the type of activity. Blimkie et al. and Nichols et al. found that increases in bone mineral content and bone mineral density were not significantly different from controls when examining the effects of resistance training in teenage girls [7, 8]. These resistance training exercises included bicep curl, bench press, triceps press, shoulder press, knee extension, and knee flexion. However, Morris et al. conducted an exercise program involving high-impact activity such as running and jumping in addition to resistance training in ten year old girls and found significant increases in bone geometry and strength compared to controls [9]. Jumping interventions in particular have also reported more substantial effects in increasing bone strength [10] and bone mineral density, even when compared to controls performing other exercise regimens [11, 12].

Although high-impact activity appears to be beneficial for bone development, it is necessary to further characterize the loads experienced in different weight-bearing activities. An ideal way to evaluate different types of activity would be to directly assess the forces experienced in bones during regular daily physical activity. Such measurements would allow researchers to determine an exercise regimen, as well as the intensity and frequency of exercise, which will best improve bone strength. However, the current tools used in bone development research cannot obtain these measurements. Physical activity surveys are highly subjective and only provide an average.
measure of the intensity of an activity. A stationary force plate, while extremely accurate, can only take single measurements and provide discrete, occasional observations such as impact after a squat jump. An accelerometer, while mobile, only measures the magnitude and rate of body motion but does not capture the loading of long bones of the legs.

2. BACKGROUND

The development of an in-shoe physical activity dynamometer, Foot-PAD, began during the SUNFEST program in 2004 and continued with various senior design teams and SUNFEST Fellows through the summer of 2007. The last model prior to the current research consisted of two polyvinylidene fluoride (PVDF) sensors connected to a 1.25” × 1.265” printed circuit board (PCB) with a 3.3V lithium battery, an instrumentation amplifier, a microcontroller, and flash memory. The sensors were positioned in the ball and heel of a shoe and mounted on small springs. During each step, currents were generated, amplified, converted to digital signals, and processed to obtain peak force, average force, and duration of every step.

PVDF is a piezoelectric polymer film in which an electric potential is produced after the application of a mechanical force. When the film is bent, charges shift to the surface, generating a current (I) proportional to the strain along the horizontal axis. The charge displacement can be described by the following equation:

\[ Q_z = d_{zx} \cdot F_x \]  
(Eq. 1)

\( Q_z \) is the charge displaced across the planar surface, \( d_{zx} \) is the piezo stress tensor coefficient, and \( F_x \) is the force along the x-axis (Figure 1). The disadvantage of using PVDF sensors is that applying a compressive force in the thickness direction does not generate a strong current across the two surfaces. Due to the major tensor component, current can only be detected across the two surfaces if the sensor is bent, but integrating the current (\( I = dQ/dt \)) produces a measure of the force applied along the horizontal axis rather than the force directly transmitted to the child's foot. Several attempts were made to normalize measurements from PVDF sensors, but no reproducible measurements could be obtained.
Emfit Ltd. has designed a new piezoelectret sensor, a film with permanently induced dipoles across small air voids [13]. When a force is applied to the film, the air voids compress, causing polar charges to rearrange and induce a current. The fundamental difference between the piezoelectret and the PVDF sensors is that the charge displacement in the piezoelectret film is governed by the equation:

\[ Q_z = d_{zz} \cdot F_z \]  \hspace{1cm} (Eq. 2)

In this equation, \( d_{zz} \) is the piezo stress tensor coefficient, and \( F_z \) is the force along the z-axis (Figure 1). Unlike in PVDF, the charge displacement is controlled to be entirely in the z-direction. Charges are oriented on opposite surfaces of the air voids, and a compressive force in the thickness direction compresses the voids, drawing the charges closer together without causing them to spread in the horizontal direction (Figure 2). A force in the thickness direction would generate a signal, as is the case with force plates currently in use. Thus, the piezoelectret sensor would directly measure the impulse exerted on a child’s load-bearing bones.
Figure 2: Air voids within the piezoelectret prevent charges from spreading in the horizontal direction, thus limiting charge displacement to the z-direction.

3. GOALS

An ideal measurement system should have the accuracy of a force plate but should also be conveniently transported. To better understand the effects of physical activity on bone development in children, we have devised the elements of an inconspicuous system that can be embedded in a child’s shoe to monitor and store data during the course of a child’s normal wakened activity.

Our ultimate goal is to develop a complete, mobile, free-standing force plate device (Foot-PAD) which may be used by Dr. Babette Zemel, the Director of the Nutrition and Growth Laboratory at the Children's Hospital of Philadelphia, in her studies of forces on child bone development.

The following improvements were made in the Foot-PAD device so that data could be collected from healthy children:

1. Designing and incorporating piezoelectret sensors into the Foot-PAD device
2. Finding a suitable battery to power the system
3. Constructing a device to apply periodic loads to test the piezoelectret sensors
4. Confirming that vertical forces could be measured during physical activity.

4. FOOT-PAD DESIGN

Modifications were made to the last PCB design in order to replace the PVDF sensors with piezoelectret sensors. Furthermore, because Foot-PAD needs to be unobtrusive and obtain measurements for an extended period of time, improvements were continuously made to the PCB design to make it more compact and consume as little battery power as possible.

4.1 Overview

A schematic of the various components and connections within the Foot-PAD device is shown in Appendix A. Two piezoelectret sensors are inserted in a shoe to measure impulses in the ball and heel of the foot. The sensors generate a current proportional to the applied force and are loaded with shunt resistors to generate a voltage signal. The voltage signal is then inputted into and amplified by an instrumentation amplifier. The output from the instrumentation amplifier is transmitted to the microcontroller’s analog-to-digital converter (ADC) to be converted to digital signals and processed to obtain peak force, average force, time, and time duration of a step. The digital information is then written to a flash memory and can be transferred to a computer through a USB-to-serial connection for data analysis.

4.2 Piezoelectret Sensor

The inability to obtain accurate measurements of downward forces from PVDF sensors in previous versions of Foot-PAD led to the implementation of piezoelectret sensors. The fundamental mechanical and charge displacement properties of piezoelectret sensors were discussed in Section 2. The structure of the film, the calculations performed to obtain force measurements, and the new sensor design are detailed in Sections 4.2.1, 4.2.2, and 4.2.3.
4.2.1 Structure of the Emfit Film

The piezoelectret sensor selected for the Foot-PAD is the Emfit Ltd. Ferro-Electret Film (Figure 3). Emfit manufactures the piezoelectret by biaxially stretching layers of polyolefin polymer into a film approximately 65 – 80 μm in thickness. Air voids are made by compounding small particles and swelling the film through a high-pressure gas-diffusion-expansion process. The air voids are charged through the process of corona charging, in which a high electric field is applied across the material. The film is then coated with an aluminum-polyester laminate and laminated.

![Emfit Ferro-Electret Film](image)

**Figure 3:** Emfit Ferro-Electret Film as captured by a scanning electron microscope. Layers of polyolefin have been swelled to form many small air voids inside of the film [13].

4.2.2 Force Calculations

Because charge displacement is limited to the space in between the air voids, the force-charge relationship in the piezoelectret film becomes Eq. 2. A current is produced from the piezoelectret film in response to the application of a force over a period of time. The current is then converted into a voltage by loading the sensor with a shunt resistor. Therefore, the output from the
piezoelectret sensor becomes:

\[
V(t) = R_{shunt} \cdot \frac{dQ_z(t)}{dt} = R_{shunt} \cdot d_{zz} \cdot g(Area) \cdot \frac{dF_z(t)}{dt}
\]  
(Eq. 3)

The first relationship is a statement of Ohm’s Law. Because \( Q_z \propto F_z \), the current is proportional to the impulse, or change in force over time. The major tensor component, shunt resistance, and the area of the sensor are also included as constants in the force-charge relationship. Thus, a measurement of the force can be obtained by integrating the voltage:

\[
\int_{t_{start}}^{t_{end}} V(t) \, dt = R_{shunt} \cdot d_{zz} \cdot g(Area) \cdot \int_{t_{start}}^{t_{end}} \frac{dF_z(t)}{dt} \, dt
\]  
(Eq. 4)

### 4.2.3 Sensor Design

Two samples of piezoelectret material were purchased from Emfit Ltd. (Figure 4). The circular region had a diameter of 1.49 cm and the long strip was 21.64 cm × 0.346 cm. The total area of the sample sensor was approximately 9.23 cm². The sensors could be placed under the lining of a shoe and still be connected to the PCB or a breadboard, and thus were a convenient length to perform testing.

![Figure 4: Sample piezoelectret sensor used in tests.](image)

An appropriate output for the ADC was generated when the sensor was loaded with a 10 KΩ shunt resistor and a gain resistor of 3 KΩ was used in the instrumentation amplifier. (Refer to
Section 4.3.2 for the experimental protocol used to determine these resistances.) With such a small area, a high-value shunt resistor needed to be used for the voltage signal to have detectable amplitude. However, due to the high resistance, the output signal contained noise with a peak-to-peak of 156.25 mV (+93.75 mV and -62.5 mV from ground). Later testing showed that this noise was not significant and a signal could still be detected.

Larger sensors were cut from a sheet of Emfit material provided by Dr. M. Thompson of MSI Inc. (Figure 5). Two sensors were designed in the shape of the ball and heel of a shoeprint to ensure that forces could be measured across the entire ball and heel of the foot, including the toes. The sensors were designed to be placed under the inner lining in a Women’s size 7.5 right athletic shoe. A 1.5” strip from the back of the heel sensor and a 3” strip from the back of the ball sensor were also cut in order to make a connection between the sensors and the PCB.

**Figure 5:** Two larger area piezoelectret sensors to be incorporated into the Foot-PAD device.

### 4.3 Instrumentation Amplifier

The instrumentation amplifier chosen for the Foot-PAD device was the INA2126 from Burr-Brown Products of Texas Instruments, Inc. The INA2126 contains two op-amps, and thus has the ability to amplify the signal from each piezoelectret sensor separately. Each op-amp has an adjustable gain which can be set with external gain resistors according to the equation:
\[ \text{Gain} = 5 + \frac{80k\Omega}{R_G} \quad \text{(Eq. 5)} \]

R\text{G} is the resistance of the gain resistor [14]. In addition to amplifying the signal, the INA2126 can also generate an output relative to a reference voltage. Because the input voltage to the microcontroller must be positive, a voltage of +1.25 V was supplied to the INA2126 to ensure a nonnegative output. The INA2126 operates between a voltage of +1.35 V and +18 V, which is suitable for the lithium ion battery selected to power the Foot-PAD.

The INA2126 has also been laser trimmed to have a low voltage offset drift. This property is critical for the Foot-PAD, because any voltage drift in the signal would cause force measurements to rise or fall infinitely far after integration (Eq. 4). In order to confirm that there would be an insignificant amount of drift in the signal, I stood on the sensor for 500 seconds, the maximum amount of time that measurements could be captured on the oscilloscope. When comparing the beginning and end of the signal, no drift could be detected.

### 4.3.1 Modification of INA2126 Circuitry

Additional modifications were made to the circuitry to generate a suitable (i.e. non-saturated) output from the instrumentation amplifier. Because the INA2126 has a high input impedance, a bias current path consisting of two 50 KΩ resistors was placed across the inputs to prevent them from floating to too high of a potential and saturating the output. The return path also needed to be directed to the reference voltage, rather than to the ground, in order for the system to operate with a single supply voltage.

### 4.3.2 Selection of Gain Resistor

The INA2126 can amplify signals with gains as low as 5 and as high as 10000. Thus, any resistance between ~ 8Ω and infinity (i.e. no gain resistor) may be selected as an external gain resistor. However, because the maximum voltage which can be outputted from the INA2126 is +2.25 V (0.75 V less than V\text{+} or the positive supply voltage of 3 V), an appropriate gain is
needed to ensure that the output of the instrumentation amplifier has a significantly greater amplitude than the noise without saturating the signal.

Breadboard tests with the INA2126 and the sensor were conducted to find optimal shunt and gain resistors. For the original sample sensor, three types of shunt resistors—10 KΩ, 100 KΩ, & 1 MΩ—were tested with different gain resistors ranging from 1 KΩ to 77 KΩ (gain between 6 and 85). The circular region of the sensor was securely positioned under the lining of a shoe in the heel. The long strip was wound behind the heel and out of the shoe to be connected to the breadboard circuit. The shoe was worn and forces were applied to the sensor in two ways: (1) applying weight to the right leg three times and stomping on the sensor three times, and (2) marching three times and then hopping once. As stated previously, a 10 KΩ shunt resistor and a 3 KΩ gain resistor (gain = 31.67) produced a suitable output.

In the future, the same tests should be repeated for the new sensors. An electronic scale should also be used to monitor and control the amount of weight applied to the new sensors. Furthermore, because the areas of the new sensors differed, these tests should be performed in both the ball and heel of the foot.

4.4 Microcontroller

The Foot-PAD also has a PIC18F14K50 20-pin USB microcontroller from Microchip Technology Inc. The PIC operates at up to +5.5 V as well as +3 V (single-supply) for in-circuit serial programming. Two of the nine channels which function as ADC’s with 10-bit resolution receive and process the outputs from the instrumentation amplifier. The PIC is capable of long-term storage of program data with 256 bytes of EEPROM (electrically erasable programmable read-only memory). The microcontroller functions in SPI mode, which allows 8 bits of data to be transferred to and received from the flash memory simultaneously through the serial clock, serial data out (SDO), and serial data in (SDI) in pins 11, 9, and 13, respectively. The Enhanced Universal Synchronous Asynchronous Receiver Transmitter (EUSART) allows the microcontroller to communicate with a computer via RS-232 protocol through the input pin Rx and the output pin Tx (pins 12 and 14, respectively).

4.5 Flash Memory
The M25P16 16 Mbit serial flash memory from Numonyx was incorporated into the PCB design. It operates on a single supply voltage between 2.7 and 3.6 V and can draw up to 15 mA of current. The M25P16 communicates with the microcontroller through SDO, SDI, and the serial clock (pins 2, 5, and 6, respectively). The flash memory also has a chip select mechanism (connected to PIC pin 8 from pin 1) which controls whether the flash memory is powered, in standby, or powered down. A major improvement in its design is that bulk erase can be completed in approximately 13 seconds at 10 mA. Therefore in addition to its reduced size, this flash memory draws significantly less current than the previous flash memory, which required 25 mA of current to erase. The M25P16 is therefore better able to preserve battery life of the Foot-PAD.

### 4.6 Battery

The UltraLife U10007 Thin Cell is the optimal battery to power the Foot-PAD device. Measuring merely 3.88 cm × 3.14 cm and only 1.91 mm in thickness, it is small enough to be placed on top of or alongside the PCB. The U10007 Thin Cell has a voltage range of 1.5 V to 3.3 V, with an average voltage of 3 V. The maximum discharge is 25 mA, which is far greater than the maximum amount of current needed to erase the flash memory. Most importantly, the specifications sheet indicates that battery can operate at 6 mA to 1.5 V for 400 mAh. For the Foot-PAD device, the U10007 Thin Cell will be able to provide power for ideally 36 hours—greater than the length of time set in the project goals.

### 4.7 Final Printed Circuit Board

The prototype was milled on the T-Tech 5000 CNC milling machine according to the schematics in Figure 6. It was then populated with the surface-mount technology components described in the previous sections. The single pinheads are used to connect to the battery, and the sensors plug into the dual pinheads. The final populated PCB is shown in Figure 7. Due to the small size of the PCB (Figure 8), it took a significant amount of time to ensure that all connections were correct and that there were no shorts across the PCB.
**Figure 6 (left):** Top view of PCB showing wires, pinhead locations, and components; **(right):** Bottom view of PCB showing wires, pinhead locations, and components.

**Figure 7 (left):** Top of populated PCB with flash memory (top chip) and microcontroller (bottom chip); **(right):** Bottom of populated PCB with instrumentation amplifier.
Figure 8: Comparison of Foot-PAD with quarter to demonstrate its small size.

4.8 Inserting Device Inside a Shoe

After populating the circuit and conducting mechanical testing, the device was placed inside a Women’s size 7.5 right shoe (Figure 9). The heel was cut open to a depth of 0.325”, with a sufficient amount of room to insert the PCB. The PCB was coated with adhesive to protect the components. Although not shown in the figure, wires extended from the single pinheads on the PCB to the battery, which rested in front of the PCB. Wires also extended from the battery through the top of the shoe to a switch which turned the device on and off. A ribbon wire connector was also designed to plug into the USB-to-serial connection and wind through the back lining of the shoe, as shown in Figure 9. The sensors were directed from the sole of the shoe to the top of the sole and taped underneath the lining. When the lining was placed back inside of the shoe, no parts of the device protruded or provided significant discomfort to the wearer.
5. TESTING THE PIEZOELECTRET SENSOR

After the PCB was completed, two tests were conducted with the Foot-PAD in order to assess whether the piezoelectret could accurately measure vertical forces. First, a constant, light load was applied periodically to the sensor through a mechanical testing device. Next, the sensor was placed under the lining of a shoe and I performed a squat jump, an example of a high impact activity which the sensor will later be used to measure.

5.1 Designing a Mechanical Testing Device

A previous SUNFEST Fellow had designed a sensor calibration device for the Foot-PAD [15]. A pulley system controlled by a clock motor periodically lifted and dropped a mass of 21.5 pounds connected to a tubular instrument scale. This device gave reproducible signals when testing PVDF, but it was later misplaced. A simpler mechanical testing device was designed instead for testing the piezoelectret.
The new device consisted of a Dremel drill press and two cylindrical blocks (Figure 10). A cylindrical aluminum block was inserted into the top of the drill press and held in place with a small rectangular block. A small cylindrical block rested loosely on top of a stiff piece of foam. During testing, the sensor was placed in between the cylindrical block and the foam. The top cylinder was lowered directly into the center of the loose cylindrical block. The foam acted as a spring and allowed a gradual application of the force due to its elasticity. The amount of load applied was easily controlled by the lever of the Dremel drill press.

This device could generate reproducible measurements, but should not be considered a calibrator because it did not have the same accuracy and level of control as the sensor calibrator. In addition to variations in the way the lever was pulled, occasionally the rectangular block would shift out of place when the load was applied. More accurate sensor calibration will need to be conducted in the future with a higher accuracy device such as a force plate.
Because a small weight was applied to the sensor during testing, a 1 MΩ shunt resistor was soldered to the PCB so a sufficiently large voltage signal would be generated. The gain across the instrumentation amplifier was kept at 31.67.

5.2 Mechanical Device Test Results

The output from the mechanical testing device is shown in Figure 11. The voltage output from the PCB is the impulse (Eq. 3) and the force was obtained by integrating the voltage (Eq. 4). Typically after integration, the signal drifted significantly upward or downward. The offset drift was calculated by dividing the final voltage value by the final time and was subtracted from the raw data during integration. After removing the offset drift, the average force signal was centered around zero.

![Figure 11: Impulse and force measurements from sensor in mechanical testing device.](image-url)
In the impulse vs. time plot, a positive signal was generated when the sensor was in compression as the weight was being applied. Conversely, a negative signal was produced when the weight was released and the film stretched back to its natural thickness. During testing, the lever was pulled down slowly and the weight was gradually applied to the sensor. The lever was then instantly released rather than slowly being lifted up. This difference in the rate at which the force was applied and removed was reflected in the impulse vs. time plot, which showed a negative peak with a greater magnitude than the positive peak.

In the force vs. time plot, the force increased and decreased with the positive and negative impulse peaks. The force was initially zero and rose quickly to a positive value. Then the force remained at approximately the same magnitude as the weight was in contact with the sensor. The force tapered off more gradually to zero as the foam the sensor was attached to deformed back to its natural state. The most significant feature of the force vs. time plot was that the maximum force and duration of force was approximately the same each time the force was applied to the sensor.

The results from the mechanical device test confirmed not only that reproducible measurements could be obtained from the device, but also that the piezoelectret sensor is able to detect constant, vertical forces.

### 5.3 Physical Activity Test Results

To assess whether the piezoelectret would generate appropriate outputs during physical activity, squat jumps were performed while the sensor was placed underneath the lining of a shoe in either the heel or the ball of the foot. Wires were directed from the sensor to the PCB, which was held in a vice grip outside of the shoe. The squat jump was selected because it is frequently performed in force plate tests to assess forces in high impact physical activity.

The results from the physical activity tests are shown in Figure 12. Both the impulse and force plots are very comparable to the mechanical device test. The positive impulse peaks have a lower magnitude than the negative impulse peaks because the rate at which force is applied to the sensor during a squat is far less than the rate at which force is applied when springing up to jump.
The sensor also successfully detected the forces in each jump. When the sensor was placed in the ball of the foot, I jumped to a lower height on the first jump and, therefore, exerted less force. The fact that the jump required less force is reflected in the lower magnitude peak in Figure 11. The rest of the jumps were all taken to maximal height and, most importantly, all of the force measurements have approximately the same magnitude. Therefore, the sensor can be positioned in either the ball or heel of the foot because the sensor will be able to quantify the forces transmitted to the load-bearing bones in either location.

Figure 12 (left): Impulse vs. Time and Force vs. Time plots from ball of foot during squat jumps; (right): Impulse vs. Time and Force vs. Time plots from heel during squat jumps.

6. CONCLUSIONS

For the first time since the start of the project in 2004, the Foot-PAD device was able to measure the forces transmitted to the feet and load-bearing bones. The most significant improvement in the Foot-PAD device was the replacement of PVDF piezoelectric sensors limited to measuring...
horizontal forces with piezoelectret sensors capable of measuring vertical forces. Tests on the piezoelectret sensor confirmed that these sensors could measure vertical forces during high impact activity. Furthermore, a complete prototype of the Foot-PAD device, including the new sensor and battery, was built during the summer and will serve as the fundamental design for the device. The device will only require minor improvements in the future before it can be used in clinical research to obtain data from children during physical activity.

7. RECOMMENDATIONS

7.1 Incorporating System into Shoe

The Foot-PAD was inserted into a shoe as described in Section 4.8. However, once the shoe was worn, data could not be collected or downloaded due to leakage in the PCB. The PCB also could not be repaired after it was removed from the shoe. Once a new PCB is milled and populated, more investigation will be needed to determine how best to coat the PCB and secure its connections so the PCB will work inside of the shoe. Furthermore, it may be beneficial to do more rubout or increase the dimensions of the PCB to prevent leakage and shorts.

7.2 Calibration with Force Plate

As seen in Figures 11 and 12, the force measurements were not presented with units because integrating the voltage output does not directly give a force measurement. Other constants such as the shunt resistance, area of the sensor, and stress tensor coefficient must be factored into the calculations. To determine the proportionality constant between current and force, the sensors will need to be calibrated. A simple calibration device was previously designed for the PVDF sensors, but calibration with a Kistler force plate would be the most suitable since the Foot-PAD will ultimately function as a mobile force plate.

7.3 New Sensor Design
As stated in Section 4.2.3, larger area sensors should be designed to measure forces across the entire ball and heel of the foot. Furthermore, although the signal could be easily detected with the original sensors, even less noise would be present in larger area sensors because a lower shunt resistance would be needed. A simple design in the shape of a shoe print was cut but not laminated. This shoe print design will need further testing to determine whether it is an optimal design and, if so, which shunt resistor and gain resistor would be needed to convert and amplify the sensor output.

7.4 Logarithmic Amplifier

A logarithmic amplifier might be better for the Foot-PAD than an instrumentation amplifier because low voltages could be easily detected without large voltages becoming saturated. However, most logarithmic amplifiers currently in the market operate on a single supply of +5 V. A TPS60241 zero-ripple switched cap buck-boost 2.7 V to 5.5 V input to 5 V output converter may be used to generate the +5 V necessary to operate the log amplifier from a +3V power supply. However, although these chips can receive inputs up to 10 mA, nonlinearity increases if currents rise above 3.5 mA. Logarithmic amplifiers currently in the market would not be suitable for Foot-PAD, although they should continue to be investigated in the future.

7.5 Long-term Physical Activity Data Collection

Data only needed to be collected for less than one minute to conduct the tests in Sections 5.2 and 5.3. The current system was unable to collect data for more than a few minutes. Adding a capacitor across the clock of the microcontroller and flash memory increased the length of time data collection occurred, but additional modifications may be needed in the hardware to collect data for an extended period of time. Once a final prototype of the Foot-PAD is created, it should be inserted inside of a shoe with a battery and worn for multiple hours. If data collection continues throughout the entire time and always produces accurate force measurements, the Foot-PAD is then ready to be inserted in children’s size shoes and distributed to the Children’s Hospital of Philadelphia. Children in various bone development studies will wear these shoes to measure forces during their daily activity.
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APPENDIX A

Schematic of the Foot-PAD device.
A key characteristic in any autonomous system is stability. Without stability robots could not work properly. To achieve stability first the robot needs the means to know its position with respect with its original so that a correction in position can be obtained if necessary. This is true for the type of INS (inertial navigation system) known as dead reckoning. In this INS the current position of the robot or system is calculated from measurements of the acceleration and knowledge of its original position. Some IMUs (inertial navigational units) consist of a couple of accelerometers and gyroscopes. With this IMU acceleration can be obtained. On Strap-down navigational system, this IMU are directly attached to the system so that their measurements correlates with those of the system, so that they can be used to calculate the position of the system. Throughout this document a method on how to obtain the necessary measurements from the IMU and how to apply them, will be discuses.
1. Introduction

The creation of autonomous robots is a task that many have undertaken for military, medical or other reasons. But no matter the reason, measurements of the position of the system relative to its environments are needed for it to act accordingly without an external intervention. A technique that humans have used to navigate through their environment is dead reckoning [1]. This approach consists of the calculation of current position with the use of the following: knowledge of an initial position, and measurements of speed and direction. The inertial navigation system (INS) uses an equivalent approach with the help of Newton’s laws. These laws, which relate velocity, acceleration, and position, enable us to calculate the change in position. With knowledge of the position of a part of an autonomous system and some inverse kinematics, the position of every part of the system can be calculated. With this information an accurate displacement of each part can be achieved.

How do we obtain these measurements? To measure the acceleration of a body, inertial sensors are used: accelerometers and gyroscopes. The accelerometer is used to measure acceleration in a single direction. By placing three accelerometers orthogonally to each other we can sense the acceleration in any direction [2]. From the gyroscope we can obtain the angular velocity on a single axis. These two inertial sensors together can help to identify the change of position of a system. Inertial sensors are often attached to a fixed part of the vehicle or system so that the measurements that it senses are due to the system movement and not the movement of the sensor itself. This type of configuration is called Strap-down INS[1]. Many types of this inertial sensor are well documented [3] but they come with some limitations: noise and drift on the measurement readings can disturb the outcome of the calculations.

This paper explores ways of eliminating or attenuating those limitations by using complementary filters. We created a control loop that used the readings of the IMU to allow the platform to return to its original position. Some application for this type of system could be a platform that holds a camera so that in case of undesired movements the camera continues filming in the same direction.

2. Background

2.1 Inertial navigation system (INS)

The inertial navigation system was first developed in the early 1950 by the Sperry Gyroscope Corp. Their objective was to be able to create a navigation system that did not require ground beacons. In time of wars these beacons can be jammed or destroyed [4].Their main applications are in missile, aircraft, marine and land vehicles.

Inertial navigation systems used the force laws postulated by Isaac Newton to estimate the current position and orientation of an object [1]. Using force equations that relate angles, forces, velocity, position and acceleration, the current position and orientation of an object can be
determined. But before we are able to apply these equations we need to have devices that can measure the acceleration of the system and for that inertial sensors are needed.

Inertial sensors are external sensors that can measure the acceleration of a system and make almost no references to the external world. Inertial sensors are often used to refer to accelerometers and gyroscopes that can measure acceleration in a single axis and angular acceleration respectively. These types of sensors are commonly used in Strap-down INS.

2.2 **Strap-down INS**

Strap-down INS are like any other INS; the difference is that instead of having a big platform holding the INS, the inertial measurement unit (IMU) is attached or strapped down to the system. This results in a lighter, smaller and cheaper Inertial Navigation System. But for this type of system to work more accurate sensors and higher computational equipment are needed [1]. Thanks to the advance in technology these needs have been satisfied.

2.3 **Inertial measurement unit**

An IMU consists of the set of sensors that will be used in a certain application to retrieve the information needed to calculate the position and orientation of the body of a robot or any system. This project used the IDG300 gyroscope and the ADXL330 accelerometers IC’s which are both located on the Inertia Measurement Unit developed by SPARK FUN.

2.3.1 **Gyroscope**

Gyroscope can sense the angular rate of turn or angular acceleration about a single axis. There are many types of gyroscope with different applications depending on the environment and the accuracy needed.
Figure 10 Gyroscope technology [7]

A component normal to the rotation axis appears, the precession $w$, to try to align the spin axis with the torque axis. $T = \omega H$ where $T$ (torque) and $H$ (angular momentum) this is [5], also known as the gyroscope law. If a torque is applied to keep it’s spin axis aligned with a direction then the measurement of this torque will provide the angular movement of the object to which the gyroscope is attach.

2.3.2 Accelerometer

Accelerometers allow the measurement of the acceleration on a single axis to be ascertainable thanks to Newtown’s second law $F=ma$ where $a$ could be represented as the sum of $g$ (gravitational forces) and $f$, the acceleration produced by external forces of the object, thus $a=g+f$. Typically in NS there are three accelerometers orthogonal to each other to provide the acceleration reading in three different directions. It is not practical to use the entire mass of a system to determine its acceleration. Instead, a proof mass connected to a set of springs is used to measure the acceleration is found to be more efficient in discerning the acceleration. With the help of the Hook law $F=x*k$ where $k$ is a constant, a property of the spring and $x$ it’s the stretch displacement of the spring, the acceleration of the object on a single axis can be measured. This is the simplest type of accelerometers there far more accurate and expensive accelerometers that involve technology such as Solid-state ferroelectric accelerometer and Solution electrolytic accelerometer [6].
3. Calculation and application method

3.1 Equations and approach

With both the accelerometer and the gyroscope, a displacement angel can be calculated using the following equations.

\[ \theta \approx \int w(angular \ rate) \, dt \]
\[ \theta \approx \sin^{-1}\left(\frac{accel \ output}{r}\right) \]

Both of the equation can be used to determine the angle but each one has a drawback. The first equation is not suited for long periods of time because it could cause saturation in your reading for its growth characteristic through time due to the integration, but it’s excellent with fast movements in short period of time. The second equation doesn’t have the problem of saturation but in fast movement the accelerometer output contain the acceleration of external forces and that can cause error in readings, but its preferable in calculations involving long periods of time and slows movements. We must attempt to obtain the beneficial information from each equation whilst eliminating the erroneous data found in each equation. For that a complementary filter can be used.
By passing the integration equation by a high pass filter we will obtain only the peaks in the graph of the integration representing the fast movement of the object in which the gyroscope is reliable and get rid of the saturation problem. When we pass the other equation through a low pass filter we will obtain only the measurements during last periods of times and get rid of momentary movement that can alter the readings for the accelerometer. Then by adding the two outputs of each filters the measurement of the accelerometers is going to be a bias reading and the gyroscope will them be the peaks that result from the fast movement, in other words, we have theoretically obtained the best of both reading and gotten rid of theirs drawbacks.

3.2 Complementary filter

A complementary filter consists of two filters, commonly a high pass and a low pass filter. If the sum of two filters in the phase is zero and the magnitude is one, they are complementary to each other. A good way to verify this is to pass some data through both filters and the sum should yield the original data. In other words, the original graph minus the sum should be zero.
Figure 4 Complementary Filter Corroboration

In Figure 4 the data retrieved from the accelerometer can be seen in the top of it. That data was filter through both high pass and low pass filters and their sum is graph in the third plot. The differences of the original and sum is in the order of $10^{-14}$ which can be considered to be zero. The frequency of the complementary filter was not arbitrary chosen but was chosen after some test.

The first frequency to be chosen was 25% of the sampling rate for the low pass and the same for the high pass. The one yielding better result on the measurements was approximately 12.5 percent of the sampling rate. The sampling rate was around 60 HZ. Figure 5 shows the low pass filter.

3.3 Gyroscope and accelerometer before and after the filter

Figure 5 Low pass filters
In figure 6 we can see the response to a sine wave movement by the motors in the readings of the gyroscope. In the first plot the saturation problems with the gyroscope are visible when the measurement continues to increase over time after performing the integration. The second plot shows the actual respond after passing the data through the high pass filter.

In figure 6 we can see the response to a sine wave movement by the motors in the readings of the accelerometer. After passing the data through the low pass filter the sine wave becomes smoother and the graph gets rid of the high frequency noise it once had.

3.3 Gyroscope plus accelerometer and tracking of angle movement

After the filters adding the two signals yield the estimated angle of the (IMU), which translate to the angle of the system where the IMU have been strap down. To be able to check if the measurements are correct we need a point of references. The motors that we are using are the Dynamixel AX-12, which have an angle range from 0 degree to 300 degree, depending on the signal position that goes from 0 to 0x3ff (1023). The theoretical angle can be calculated from this relationship assuming a linear equation with an intercept in 0. The equation turns out to be $y = mx$ where $y$ is the angle x is the signal and $m$ is $\frac{300}{1023}$. If we assume that the angle can vary from (150 to -150) making the 0 perpendicular to the surface of the motor platform. The equation turns out to be $y = m*(x-511)$. The number 511 is the theoretical value of the signal to 150 degrees. It is important to notices that the equation $y=(300/1023)*x$ does not hold truth for both angles 300 and 150 degrees with 1023 and 511 as respective signals hence $m$ is not
constant, but it doesn’t vary that much and it is a good approximation. Now the text was to send a sine wave signal and see how well does the reading follows the theoretical response.

On figure 7 we can see how the angle reading (blue line) follows the theoretical response with some lag. The source of the lag is a result of two things; a lag caused by the filters because it’s averaging data, and the delay that the motors have on getting to the designated position when the signal is sent. This was achieved for low frequencies, from .1 to 1 HZ beyond that the measurements don’t follows the theoretical responses for two mayor reasons. For one, the accelerometers readings are not reliable because of the constant fast movement making it so that even if you pass a whole set of data that is wrong through the filter, the outcome will not be reliable, Also at some point the motors can’t keep up with the sine wave, the other major reason for it’s failure.

3.3 Feedback loop

A simple proportional (P) feedback was created for the platform. This kind of feedback takes the differences between the riding and the settling point, the error, and multiples it by a constant p to send the signal to the system. In this case this constant was not calculated but rather it was found experimentally.
In figure 8 we can see the control loop response to disturbances and how a change on the angle reading affects the control signal. Notice that even if the angle reading is not a flat line in some part, the control signal doesn’t change. This is due to the implementation of a threshold on the error or differences of 1 degree. That threshold was implemented because during a stationary state without any movements, the angle reading is not a flat line (as can be seen on figure 9).

Figure 9 shows the readings of the sensors when there is no movement on the platform. There is an offset or noise of approximately 0.4 degrees on the upper bound and 0.7 degrees to the lower bound, assuming the center of the line is exactly at .5 degrees. For that reason a threshold of 1 degree to each bound was implemented.

**Future work**

1) Try to improve the calculation of the angle readings. Currently working on a way to determine whether the accelerometer readings are reliable or not.
Approach

The readings of a 3 axis accelerometer are basically vectors in each direction; the value of each vector should go up to around 9.81. Because the only acceleration that counts is the gravity, higher numbers imply that the acceleration has another component due to external forces. Nevertheless there are three vectors, one on each axis and they are all measuring gravity. Hence all of them are a component of the G vector of which the magnitude should be 9.81. If denominated, each vector $g_x$, $g_y$ and $g_z$ a component of G then:

$$|G| = \sqrt{g_x^2 + g_y^2 + g_z^2} \cong 9.81$$

With these criteria we can determine if the readings are reliable or not. Also, there will be a margin of error for the readings in which case a threshold around 9.81 on which the readings can be considered reliable.

These equations have been already implemented in the code, but the question of what will be better to do if the readings of the accelerometer are not reliable is still without an answer.

2) Implement a PD or PID feedback loop to improve the response of the control system.

References

Appendixes

Control system with angle reading.

{%
The IMU ID of 120

IMU Bytes
--------
#define CONTROL_FORWARDS_ACCEL_LOW 26 //z
#define CONTROL_FORWARDS_ACCEL_HIGH 27
#define CONTROL_SIDWAYS_ACCEL_LOW 28 //y
#define CONTROL_SIDWAYS_ACCEL_HIGH 29
#define CONTROL_VERTICAL_ACCEL_LOW 30 //x
#define CONTROL_VERTICAL_ACCEL_HIGH 31
#define CONTROL_PITCH_RATE_LOW 32 //y rate
#define CONTROL_PITCH_RATE_HIGH 33
#define CONTROL_ROLL_RATE_LOW 34 //x rate
#define CONTROL_ROLL_RATE_HIGH 35
#define CONTROL_YAW_RATE_LOW 36
#define CONTROL_YAW_RATE_HIGH 37
%

clc

imu_id = 120;
timeout = .1; %Really arbitrary
x_addr = 30;
y_addr = 28;
z_addr = 26;
x_rate_addr = 34;
y_rate_addr = 32;
phi = 0;
zeta = 0;
%Reading bounds
start_addr = z_addr;

127
stop_addr = x_rate_addr+1;
length = stop_addr-start_addr+1;
um_points = 200;

factor=1024/300;
alfa=511;

-----------------------------------------------
x=(factor)*(0)+alfa;      %set the initial angle
y=(factor)*(0)+alfa;

-----------------------------------------------

if ~exist('fid'),
    fid = dynamixelOpen();   %open the communication to the motors
end

[b,a] = butter(2,.3999,'low');
[d,c] = butter(2,.3999,'high');

for i=1:500
    dynamixelMove(16,y, 1023);
dynamixelMove(18,x, 1023);
end

% initializes all vectors to prevent boundaries problems

x_accel = zeros(num_points,1);
y_accel = zeros(num_points,1);
z_accel = zeros(num_points,1);
x_rate = zeros(num_points,1);
y_rate = zeros(num_points,1);
timestamp = zeros(num_points,1);

x_phi1 = zeros(num_points,1);
y_phi1 = zeros(num_points,1);

x_phi2 = zeros(num_points,1);
y_phi2 = zeros(num_points,1);
x_phi2a = zeros(num_points,1);
y_phi2a = zeros(num_points,1);

x_phi1a = zeros(num_points,1);
y_phi1a = zeros(num_points,1);

x_angle = zeros(num_points,1);
y_angle = zeros(num_points,1);

x_angle1 = zeros(num_points,1);
y_angle1 = zeros(num_points,1);

x_rate_2 = zeros(num_points,1);
y_rate_2 = zeros(num_points,1);

xangle = zeros(num_points,1);
yangle = zeros(num_points,1);
pre_angle = zeros(num_points,1);
pre_angley = zeros(num_points,1);
signal = zeros(num_points,1);

x_phi2ab = zeros(num_points,1);
y_phi2ab = zeros(num_points,1);

x_phi1ab = zeros(num_points,1);
y_phi1ab = zeros(num_points,1);

x_angle2 = zeros(num_points,1);
y_angle2 = zeros(num_points,1);

x_angle12 = zeros(num_points,1);
y_angle12 = zeros(num_points,1);
xangle2 = zeros(num_points,1);
yangle2 = zeros(num_points,1);
x_phi1b = zeros(num_points,1);
y_phi1b = zeros(num_points,1);
x_phi2b = zeros(num_points,1);
y_phi2b = zeros(num_points,1);
xangle3 = zeros(num_points,1);
yangle3 = zeros(num_points,1);

x_signal = zeros(num_points,1);
y_signal = zeros(num_points,1);
x1 = 0;
y1 = 0;
z1 = 0;
xp1 = 0;
yp1 = 0;

j = 1;
k = 1;
count = 0;

tic;
%profile on
for i = 1: num_points

%---------------------------------------------------------------------
%---------------------------------------------------------------------

imu = dynamixelReadData(imu_id, start_addr, length);
if(size(imu,2)==length)
  x_accel(i) = (imu(5)+imu(6)*256);
  y_accel(i) = (imu(3)+imu(4)*256);
  z_accel(i) = (imu(1)+imu(2)*256);
  x_rate(i) = (imu(9)+imu(10)*256);
  y_rate(i) = (imu(7)+imu(8)*256);
  timestamp(i) = toc;
end
while ( x_accel(i)==0) && ( y_accel(i)==0) && ( z_accel(i)==0) && ( x_rate(i)==0 ) && ( y_rate(i)==0)
  count = count + 1;
end

imu = dynamixelReadData(imu_id, start_addr, length);
if(size(imu,2)==length)
  x_accel(i) = (imu(5)+imu(6)*256);
  y_accel(i) = (imu(3)+imu(4)*256);
  z_accel(i) = (imu(1)+imu(2)*256);
  x_rate(i) = (imu(9)+imu(10)*256);
  y_rate(i) = (imu(7)+imu(8)*256);
  timestamp(i) = toc;
end
end
%if i>1

    g=gravity( x_accel(i), y_accel(i), z_accel(i));
    g1(j:j+3,1)=g;
    g4=g(1,1);
    if j==1
        g3=g
    end
    if i>1
        if (g4>9.87 || g4<9.5)
            g=g1(j-4:j-1,1) ;
        end
    end
    g1(j:j+3,1)=g;
    g7(i)=g(1,1);

%------------------------------------------------------------------
% its supose tu calculate the angle from the gyroscope reading

if i==1

    x_phi1(i) = x_rate(i)-x_rate(1);
    y_phi1(i) = y_rate(i)-y_rate(1);

    x_phi2(i) = atan2( g(2,1),g(4,1))*180/pi;
    y_phi2(i) = atan2( g(3,1),g(4,1))*180/pi;

    x_angle2(i) = (x_phi2(i));
    y_angle2(i) = (y_phi2(i));

    x_angle12(i) = (x_phi1(i))/3.41;
    y_angle12(i) = (y_phi1(i))/3.41;
xangle3(i) = x_angle2(i) + y_angle12(i);
yangle3(i) = y_angle2(i) + x_angle12(i);

else

x_rate_2(i) = x_rate(i) - x_rate(1);
y_rate_2(i) = y_rate(i) - y_rate(1);

x_phi1(i) = x_rate_2(i) + x_phi1(i-1);  %perform integral
y_phi1(i) = y_rate_2(i) + y_phi1(i-1);

x_phi2(i) = atan2(g(2,1),g(4,1))*180/pi;
y_phi2(i) = atan2(g(3,1),g(4,1))*180/pi;

% x_phi2(i) =real(asin(g(2,1)/9.81)*180/pi);
% y_phi2(i) =real(asin(g(3,1)/9.81)*180/pi);

%-------------------------------------------------------------

x_phi2ab = filter(b,a,x_phi2);
y_phi2ab = filter(b,a,y_phi2);

x_phi1ab = filter(d,c,x_phi1);
y_phi1ab = filter(d,c,y_phi1);

x_angle2(i) = (x_phi2ab(i));
y_angle2(i) = (y_phi2ab(i));

x_angle12(i) = (x_phi1ab(i))/3.41;
y_angle12(i) = (y_phi1ab(i))/3.41;

xangle3(i) = x_angle2(i) + y_angle12(i);
yangle3(i) = y_angle2(i) + x_angle12(i);

end
%------------------------------------------------------------------------------------------------------
% Control loop/ part that change on the sine wave code
if i>1

    if (xangle3(i)>(xangle3(1)+1))||(xangle3(i)<(xangle3(1)-1))
        landa=(xangle3(i)-xangle3(1));
        delta=(xangle3(i)-xangle3(i-1));
        x=(x-((landa)/4.5));

        if x<325
            x=325;
        end
        if x>625
            x=625;
        end

        % x=560;
        dynamixelMove(18,x, 1023);
    end
end

%------------------------------------------------------------------------------------------------------

if (yangle3(i)>(yangle3(1)+1))||(yangle3(i)<(yangle3(1)-1))
    landa=(yangle3(i)-yangle3(1));
    % delta=(yangle3(i)-yangle3(i-1));
    y=(y-((landa)/4.5));
    if y<240
        y=240;
    end
    if y>599
        y=599;
    end

    % y=511;
    dynamixelMove(16,y, 1023);
end
end
}

%------------------------------------------------------------------------------------------------------
xsignal(i)=x;
ysignal(i)=y;
pre_angle(i)=((x-alfa)/factor);
pre_angley(i)=((y-alfa)/factor);
j=j+4;
k=k+10;
end
toc;

----------------------------------------------------------------

xint= x_phi1;
yint= y_phi1;               %record data to simulate in filters without roning the entire program

xatan= x_phi2;
yatan= y_phi2;
----------------------------------------------------------------

%profile viewer

% Plot the angles readings

figure(1)
subplot(2,1,1);
plot(yangle3);
title('yangle3')

%subplot(4,1,2);
%plot(yangle3);
%title('yangle3')

subplot(2,1,2);
plot(ysignal);
title('signal')

%subplot(3,1,3);
%plot(pre_angley);
%title('spre_angley')

figure(2)
subplot(2,1,1);
plot(xangle3);
```matlab
% subplot(4,1,2);
% plot(xangle3);
% title('xangle3')

subplot(2,1,2);
plot(xsignal);
title('signal')

% subplot(3,1,3);
% plot(pre_angle);
% title('pre_angle')

% sine wave for either y axis or x axis

pre_angle(i) = ((x - alfa)/factor);
pre_angley(i) = ((y - alfa)/factor);

% x = 100*sin(w*t(6)*f)+511;
% signal(i) = x;
% dynamixelMove(18,x, 1023);

y = 100*sin(w*t(6)*f)+470;
signal(i) = y;
dynamixelMove(16,y, 1023);

j=j+4;
k=k+10;

% things that needs to be initializes for the sin wave code
f=.5;
F=f*ones(num_points,1);
w = 2*pi;
```
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ABSTRACT

Manually tuning a biologically inspired robot's gait so that it can walk quickly and efficiently is a time-consuming and tedious task. For this project, CKBot (a modular robot system) has been configured into a centipede-inspired configuration with six legs. The project started with a few manually tuned gaits which follow an alternating tripod pattern. The purpose of this project is to automate tuning of the robot's gait such that it optimizes a factor such as specific resistance, speed, or power. Most of the effort in this project has gone into setting up the framework for such optimization trials. This set up included creating and building the Matlab optimization code, a 7.4 V regulator, a Vicon ball tracking piece. Other code was also created for interaction with the current sensor, communication with the robot, and interface with the Vicon. Each optimization trial runs the centipede back and forth and adjusts the six parameters that change the robot's gait by using the Nelder Mead optimization method. The end result after optimization is a gait with minimal specific resistance, maximum speed, or some other optimal factor. Successful tests were completed that maximized speed of the centipede robot.
1. INTRODUCTION

Modular robots can be reconfigured into many different shapes. For example, modular robot systems such as Polybot can be reconfigured into a snake-like robot [7] or a dynamic rolling loop [8]. Because of this versatility, a modular robot system such as CKBot [1] is well suited for the study of different kinds of locomotion. We are particularly interested in dynamic locomotion. Dynamic locomotion has been previously studied in modular robotics in systems such as the YaMoR modular robot system [5] and in bio-inspired robotics such as RHex [2]. This project is a synthesis of those two ideas.

For this project, we are studying a template of legged locomotion found in nature called SLIP (Spring Loaded Inverted Pendulum) [6]. A template is a simplified version of a more complex system that portrays the same behavior [12]. The SLIP template is a dynamical template, so it portrays the same movement behavior as the more complex leg. The SLIP model treats a single leg as a spring attached to a mass point. The mass and spring system act as an inverted pendulum that pivots around the leg's contact point with the ground (see Figure 1). The corresponding force versus time graph shows the forces pushing vertically and horizontally against the leg in the given two-dimensional space.

Our purpose in studying the SLIP template is that many different kinds of animals – from cockroaches to humans to elephants – portray this kind of motion [10]. We are interested in mimicking this motion because animals are good at maneuvering on rough terrain. The general idea is that if we can get the robot to move like these animals, then it too will be able to move around better on various terrains [11].

![SLIP Model](image)

1: SLIP Model [3]

The long-term purpose of this project is to tune multiple parameters in the gait for specific resistance and perhaps power, speed, or hopping height. Tuning these factors affects the leg trajectory and the timing of the strides. The main effort in this project is in setting up the infrastructure that enables us to automate running the robot back and forth while changing the gait parameters. The next section will introduce the robot and the optimization method. The following sections will outline the setups of the computer-robot connections that allow separate systems (laptop, Vicon, power supply, sensors, and robot) to communicate with one another. Finally, there will be conclusions with a few test results that demonstrate that the optimization
process works.

2. BACKGROUND

Figure 2: The centipede-inspired robot [3]

2.1 Configuration and Movement of the Centipede Robot

The configuration we are using in this project is one in which the SLIP model and the modular robot system are combined. It is a centipede-inspired configuration consisting of six modules and three pairs of legs [3] (see Figure 2). Altogether there are six actuated degrees of freedom which are collapsed down to two degrees of freedom in the control. The two degrees of freedom are in the two twist directions of the legs. The first is each leg's angle in the transverse plane (denoted as theta), and the second is each leg's angle in the coronal plane (denoted as phi) (see Figure 3). Each leg's angle in the two planes are mirrored to be the same so that all legs have the same angle in the same plane. The image on the left-hand side is of the transverse plane, and the image on the right-hand side is of the coronal plane. Note that each square represents a module of the centipede and that only one module and one pair of legs are shown in the coronal plane.
Figure 3: The two degrees of freedom denoted by theta and phi

The gait used with the centipede is an alternating tripod gait. A gait can be described as the pattern and frequency of footsteps on the ground. The alternating tripod gait is one in which the front and back legs of one side of the centipede make contact with the ground at the same time as the middle leg on the opposing side does. The two tripods then act like two legs on a walking bipedal – one tripod supports the body while the other tripod swings forward to take the next supporting stance.

We can create this alternating tripod gait by using six parameters: theta1, theta2, phi1, phi2, dt1, and dt2. The two theta parameters are two theta angles in the transverse plane, the two phi parameters are likewise two phi angles in the coronal plane, and the two “dt” parameters are the time it takes to move onto the next angle. An example gait parameter table is shown in Table 1 with parameters set as theta1 = 20 degrees, theta2 = 20 degrees, phi1 = 20 degrees, phi2 = 30 degrees, and the dt parameters are not shown. Modules 1, 3, 4, and 6 change between positive and negative theta1 and theta2 angles whereas modules 2 and 5 go through the phi1 and phi2 angles (as indicated by the written parameters in parentheses). Each line of the gait table is a segment of the gait; the first and third segments take “dt1” seconds (e.g. 0.100 seconds) to execute completely and the second and fourth segments take “dt2” seconds to execute. Each line occurs immediately after the previous line is completed. Once the robot has gone through one gait table as shown below, it has essentially taken two full steps. Each gait can be tuned by changing any of the six parameters.

<table>
<thead>
<tr>
<th>Module 1</th>
<th>Module 2</th>
<th>Module 3</th>
<th>Module 4</th>
<th>Module 5</th>
<th>Module 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20 (-theta2)</td>
<td>-20 (-phi1)</td>
<td>-20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>20 (theta1)</td>
<td>-30 (-phi2)</td>
<td>20</td>
<td>-20</td>
<td>30</td>
<td>-20</td>
</tr>
<tr>
<td>20 (theta2)</td>
<td>20 (phi1)</td>
<td>20</td>
<td>-20</td>
<td>-20</td>
<td>-20</td>
</tr>
<tr>
<td>-20 (-theta1)</td>
<td>30 (phi2)</td>
<td>-20</td>
<td>20</td>
<td>-30</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1: A gait parameter table
2.2 Optimization

While we have some idea of the pattern and frequency of the footfall of the robot we are using, we can only tune a few of these gaits manually. Tuning gaits by hand is a time-consuming and tedious process, and there is no way of knowing if the gait could make the centipede go faster, or jump higher for example. Thus, there is much usefulness and practicality of an optimization process for tuning gaits.

Many different optimization algorithms have been used for gait optimization, including a genetic algorithm-based optimization for bipedal robots [9], and optimization from a central pattern generator using the Powell optimization method for modular robots [5]. Our approach is to use the Nelder Mead optimization method, similar to an approach done with the RHex robot [4]. According to recent research, this method improves specific resistance by a factor of three, and increased speed by a factor of five in comparison with the fastest manually tuned speed [4].

Nelder Mead is a simplex based optimization algorithm. Given n parameters (in our case, six parameters), Nelder Mead begins with a n+1 simplex, and uses a cost function to evaluate and replace the points in the simplex until it finds an effective minimum. A cost function we would use with our robot is inverse speed to maximize speed, or specific resistance (power/mgv) to maximize power efficiency. Nelder Mead is a good method to use in our optimization because it is a direct search (i.e. it does not require derivatives) which is useful when the cost function relies on variables that are prone to error and noise. One such variable is current because its value is not constant for the entirety of the experiment; even averaging the current over a trial run does not get rid of spikes in the current.

3. GENERAL SET UP

This project utilizes Matlab code that implements the Nelder Mead Optimization method. The code was previously set up for the Nelder Mead Optimization with Edubot for automated tuning of that robot's gaits [4]. The main focus of this project was editing and fitting the code to the Centipede robot's dynamism, or the software that controls the robot. The code was set up on a 32-bit Linux Ubuntu Operating System.

The general process for the optimization experimentation requires several systems to be set up. First, the robot must receive power. The robot could be powered either wirelessly using batteries or through a wired connection to a power supply. A wired connection through a power supply is preferred because the current sensor can only read current through a wired connection. The current is useful to know for calculating certain cost functions (power, specific resistance) in the optimization process. A tradeoff for using a wired power supply is that the cable may affect the robot's movements by pulling on it or placing other forces on it.

Second, the robot must receive communication from a computer. The robot will use a CAN bus line for easy changeability because the robot's gait will be updated each trial, and there can be up to 100 or 200 trials. Again, a tradeoff is that the CAN requires a wired connection, which could place forces on the robot. However, a wireless communication would have made it much more difficult to change the gait as much as it is necessary for the optimization process. Finally, a current sensor is attached to the power line and to the computer through a Phidget Interface Kit. The robot is placed within the field of vision of the Vicon camera three dimensional tracking system, and the optimization process can begin.

Once the above configuration is set up, the Matlab code prompts the user to set up the
two end zones for the robot in the Vicon tracking system. Then, the code sends the robot across this field, collecting speed and current data. Then, the cost function is calculated from appropriate data such as current (usually specific resistance, which is a kind of power efficiency normalized according to weight). The Nelder Mead method then adjusts the parameters (theta1, theta2, phi1, phi2, dt1, and dt2) for the centipede and runs the centipede across the field again using the newly tuned parameters. This process repeats until the Nelder Mead algorithm can find a good minimum in the cost function. See Appendix A for the run_across.m function that provides the main commands for sending the robot across the Vicon field and calculates cost.

4. POWER SUPPLY

The power supply that can be used with the voltage regulators is a 28A maximum cumulative current DC regulated power supply. The other option to power the robot is to use 7.4 V batteries. A wired power supply is preferred because the current sensor cannot connect to the batteries.

In order to read the current being supplied to the robot, a Phidgets (www.phidgets.com) current sensor is attached in series to the robot and the power supply. Each module in the robot typically draws about 3 amps of current, up to a maximum of about 5 amps.

![Figure 4: Phidgets Current Sensor](http://www.emmeshop.it/images//phidgets/1119.jpg)

Although the hardware is provided to read the current from the Phidget board, the drivers that interface the hardware with the computer do not run on Matlab in Linux. Since the optimization code was written in Matlab and in Linux Ubuntu, it was necessary to find a way to port the information through to Matlab. The Phidget board does interface with the C language in Linux, so we are using C mex files to port the current sensor information to the Matlab code. A mex file that reads the current from the sensor can be found in Appendix B.
5. TRACKING SYSTEM

The Nelder Mead optimization setup requires that we know the position and speed of the robot. Also, if we wanted to optimize for a factor such as hopping height, we would need to be able to collect the position data. The GRASP lab at the University of Pennsylvania has a six-camera Vicon three-dimensional tracking system which allows us to track and record the position of the robot in real time. The system collects data from multiple reflective balls on the body of interest. In order to accurately track the body, it is generally best to have at least four reflective balls in an antisymmetric layout (four balls are required because it tracks in three dimensions, and an antisymmetric layout can allow the camera to differentiate between the front and back of the robot).

5.1 Mechanical Design of Ball Holder

In order to track the robot in the Vicon camera system, the robot must have four reflective balls rigidly attached to it. Because the centipede is modular and only the center two modules stay rigid with respect to one another, a ball holder was created in order to support the balls. The balls could not be attached to the legs because the legs move with respect to one another.

Other considerations that were taken into account when designing the ball tracker for the centipede were that it should be lightweight so the ball tracking piece was designed with many holes cut out of it and was made out of ABS plastic. The piece had to attach to the top of the centipede such that not balls would be obstructed from the camera's view. It also had to be designed to hold the balls slightly above the main body of the centipede so that it would not interfere with the twisting motions of the modules or the legs.
6. VOLTAGE REGULATORS

In order to use the centipede in connection with a power line, voltage regulators had to be created so that enough current could run through the robot while simultaneously providing the correct amount of voltage to each module. Each module takes about 2-3 Amps on average to run. Each servo in the modules is also specified to take 7.4 V to work correctly. See Figure 6 for a photo of the Voltage Regulator.

Figure 6: Voltage Regulator

6.1 Design of the Voltage Regulator

The voltage regulator was designed using a LM2677 Step-down Switch. The board was designed to allow a maximum of 5 A to run through it and provide 7.4 V output from a 24 V input. The board also had several size restrictions because it had to fit inside the module (See Figure 7). The board's first design was constrained to be 3 cm x 4 cm with a maximum height of 8 mm. Finally, it was important to keep the input capacitor as close as possible to the switch in order for the board to work correctly.
A few calculations were done in order to determine which resistors and which capacitors to get. Using the suggested feedback voltage of 1.21 V and a suggested resistance of 1 kΩ for the first resistor (noted as R1 in Figure 8), a resistance for resistor 2 (R2 in Figure 8) was calculated as follows:

\[ V_{\text{OUT}} = 7.4 \]

\[ R_2 = R_1 \times 1 \text{kΩ} \times -1 = 5.12 \text{kΩ} \]

\[ V_{\text{FB}} = 1.21 \]

The other electrical components were chosen to handle a maximum current of 5 Amps. Most selections were guided by the LM2677 data sheet recommendations. The inductor selected has inductance of 22 μH, the output capacitor would handle 10 V and 100 μF, the input capacitor would handle 35 V and 100 μF. A Schottky diode was selected in order to keep...
current flowing in the correct direction, and a boost capacitor would make sure that the voltage regulator would fully turn on.

The board layout is illustrated in Figure 9, with pads placed for the 20 pin connectors that the modules use. The inductor was placed towards the bottom of the voltage regulator for minimal interference with the module while in motion. Wires for the input and output were made as thick as possible in order to carry the maximum current of 5 Amps as well as the high input and output voltages.

![Figure 9: Board Layout](image)

### 6.2 Problems

Though the design does work and provides the correct voltage output, the voltage regulator is still currently causing problems when interacting with the robot. One small problem is that on some of the modules, the input capacitor (about 8 mm tall) and the LM2677 switch do not fit in the module. To temporarily solve the problem, clips were designed to attach the boards to the servos they were sitting on (See Figure 10).

![Figure 10: Clip Attached to Servo](image)

A more serious problem with the voltage regulator involves the circuitry, and has not
been resolved at this point. The direct problem with the robot is that sometimes the robot does not respond to CAN bus messages, or messages that tell it to move. In other words, the robot does not always move when it is supposed to. Currently, it appears that the problem causing this could be the voltage regulator's noisy output. That is, the voltage regulator does not provide a continuous output voltage, but an uneven voltage with spikes. The noisy output causes another voltage regulator for the micro-controller in the modules to go into low power mode, causing the micro-controller to not be able to function properly. The inductor and output capacitor are essential for "quieting" the noise, or smoothening the voltage output. It seems that the voltage regulator may need a larger output capacitor (one with a higher capacitance). This problem is still to be resolved.

7. RESULTS AND CONCLUSIONS

A few tests have been done far, but there is still a good amount of troubleshooting to be done. The tests were only done with cost = 1/speed and with the centipede powered by battery because the voltage regulators are still causing problems. There seems to be a problem with the communication, because the centipede generally stops responding to Matlab CAN messages after running back and forth in the experiment a few times. The most runs back and forth that we could achieve were 20 runs, and according to the similar Edubot optimization experiments, the optimization process should take 100-200 runs in total.

A large part of the problem with present optimization runs is that oftentimes the centipede does not run straight. This is most likely a cause of error with the communications. The Matlab code has been set so that if the robot does not run straight for a particular gait, that gait has to be run again until it does go straight.

Our most recent results show that the centipede sped up when it was run through the Nelder Mead process. Plotting the cost versus the trial number, it is evident that cost decreased over time (see Figure 11).

![Figure 11: Cost decreases over time](image)
Results from this latest run show an increase in velocity, but the timing was not quite accurately measured. Although the velocity data is not correct, the cost vs trial number graph depicted in Figure 11 still shows that Nelder Mead does work correctly. In the latest run, only the two time parameters were optimized with the other parameters set as:

\[
\begin{align*}
\theta_1 &= 30 \text{ degrees} \\
\theta_2 &= 30 \text{ degrees} \\
\phi_1 &= 20 \text{ degrees} \\
\phi_2 &= 80 \text{ degrees}.
\end{align*}
\]

The movement of the centipede was of interest – it did not appear to portray a SLIP-like behavior because the robot just slid its legs along the ground very quickly without lifting them up at all. An error that may be occurring is that the centipede does not reach the full theta or phi angles as it should.

8. RECOMMENDATIONS

The next steps in the process will be to optimize the robot for other factors. Fixing the voltage regulators and getting them to work correctly with the power supply and robot will be useful for any future work with the CKBot modular robot system.

Once more of the robot's gaits have been well tuned, it will be interesting to develop a dynamical model of each of the robots movements (e.g. hopping, walking, running). A long-term goal would be to embed the SLIP template in such a dynamical model in order to make the Centipede robot much more dynamically similar to an actual centipede, as well as to many other animals.

8.1 Voltage Regulators

To permanently solve the problem of fitting in the modules, a new board layout was created with the tall pieces (switch, capacitor, inductor, and diode) as close as possible to the bottom of the board where there is the least likelihood of the pieces interfering with module movement (See Figure 11). The board was also reduced in size to be the same width and height of the servo since the board sometimes also hit small pieces like screw tops when the module was moving. Finally, an LED was added on the output side of regulator in order to show when the voltage regulator is working.
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function [cost,vel, total_time, lost] = run_across(robotname, field_setup)
% Run across

global cent

% FIXME - the robot mass in kg ... need to actually weigh robot
% !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
% !!!!!!!

robot_mass = 3.31;

% grab vicon position, put into planar version
[s,t,trans,rot,lost] = grab_data_force(robotname);
[x,y,theta] = planar_state(trans,rot);

% transform to "field coordinates"
newcoord = field_coord(field_setup,[x,y,theta]);

% compare distances to either endzone to figure out which direction we're running

d1 = newcoord(1);
d2 = field_setup.track_length - newcoord(1);

if d1 > d2
    disp('running to endzone 1')
    goal_id = 1;
    goal = field_setup.mark1;
else
    disp('running to endzone 2')
    goal_id = 2;

end
goal = field_setup.mark2;

end

% Initialize current, i, sensIdx, starting
% current = zeros(1,5);
% i = 1;
% sensIdx = 4; % Where the phidget is attached to the current sensor

starting = 1;

canhandle = Open_canmex;
pause(5)
cent.canhandle = canhandle;

while 1

% get robot position and update plot

[s,t,trans,rot,lost] = grab_data_force(robotname);
[x,y,theta] = planar_state(trans,rot);
newcoord = field_coord(field_setup,[x,y,theta]);
plot_field(field_setup.track_length,newcoord)

% if we're starting, check if we've crossed the start line

if (starting) 
    if (goal_id == 1)
        if newcoord(1) < field_setup.track_length
            starting = 0;
        end
    end
end
if (goal_id == 2)
    if newcoord(1) > 0
        starting = 0;
    end
end
if (starting == 0)
    % START the robot!
    disp('Starting the robot!');
    tic;
end
end

% Go through one gait table

goCentipede(canhandle)

% Collect Current
% current(i) = readCurrent(sensIdx);
% i = i +1;

% check if we have reached the goal
if (goal_id == 1)
    if newcoord(1) < 0.0
        % stop integrating and break from the while loop
        disp('reached end zone 1')
        break;
    end
end
if (goal_id == 2)
    % stop integrating and break from the while loop
    if newcoord(1) > field_setup.track_length
        disp('reached end zone 2')
        break;
    end
end
% If we lose the robot, we need to start this gait over

if lost
    disp('Robot is lost. Restart this gait')
    break
end

end

% dummy parameters so that program doesn't crash

if lost
    cost = 999;
    vel = 999;
    total_time = 999;
    disp('Put Robot back where it just started!');
    return
end

% if we exited the while loop, we finished our integration. Stop recording time and stop robot.

total_time = toc;
disp('Robot is stopping!');
relax(canhandle);
pause(5)
Close_canmex(canhandle);
[s,t,trans,rot,lost] = grab_data_force(robotname);
[x,y,theta] = planar_state(trans,rot);
newcoord = field_coord(field_setup,[x,y,theta]);
plot_field(field_setup.track_length,newcoord)

% if robot made it to the end line, it's not lost!

lost = 0;
dist = field_setup.track_length;
vel = dist / total_time;
cost = 1/vel;
fprintf('velocity is %f',vel);

% % grab the average power and voltage
% avgcurrent = mean(current);
% avgvoltage = 7.4; % Volts
% avgpower = avgcurrent*avgvoltage;
%
%
% % specific resistance
%
% % % method A: normal specific resistance
% cost = avgpower / (robot_mass * 9.81 * dist/total_time);
%
% method B: modified with factors
% cost = avgpower / (robot_mass * 9.81 *
(dist/total_time)^3);
%
% method C: use of just average power results in
underpowered gaits
% cost = avgpower;
APPENDIX B

/* readCurrent.c MEX MEX MEX MEX MEX Read the sensor value from the phidget board. Convert it from "phidget" units (which reads the current value as anywhere between 0 and 1000) to Amps. Matlab syntax: current = readCurrent(index,ifKit) where current is a double that contains current value in Amps, index is the number of the sensor you are using (0-7), and ifKit is the integer ID of the interfaceKit that you have opened*/

#include "matrix.h" #include <phidget21.h> #include "mex.h"

double read_current(int idx, int ifKit)
{
    int result, numSensors, i, sensorValue; const char *err; double current;
    /*open the interfacekit for device connections*/
    CPhidget_open((CPhidgetHandle)ifKit, -1);

    /*get the program to wait for an interface kit device to be attached*/ if((result =
        CPhidget_waitForAttachment((CPhidgetHandle)ifKit, 10000))) {
        CPhidget_getErrorDescription(result, &err); mexPrintf("Problem
waiting for attachment: %s\n", err); return 0;
    } CPhidgetInterfaceKit_getSensorValue((CPhidgetInterfaceKitHandle)
ifKit,idx,&sensorValue); current = sensorValue/1000.0*50-25; mexPrintf("Sensor %d has
current of %f Amps\n",idx,current);

    return current; }

void mexFunction(int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[])
{
    /*All code and internal function calls go in here!*/ int idx; double current; int ifKit;
    /*Get input variable*/
    idx = (int)mxGetScalar(prhs[0]);
    ifKit = (int) mxGetScalar(prhs[1]);

    /* Call function to read current */
    current = read_current(idx,ifKit);

    /* Set output to the current */
    plhs[0] = mxCreateScalarDouble(current);

    return; }
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ABSTRACT

Photovoltaic cells and biofuel technologies have never been fused together to the best of our knowledge. The long term goal of this project is to use these two technologies to develop a prototype to convert the sun's radiation to different forms of power. The purpose of this present study is to design a PBR that provides light and dark periods the algae need in their photosynthetic process to increase algal growth. For this reason, light shielding (dark regions) was supplied by separated solar cells placed periodically over the PBR. Flat PBRs were constructed. A control PBR without photovoltaic cells providing dark periods was set up and exposed to sun radiation. Data obtained was compared with the one that had solar cells upon it. Cell concentration decreased in the system without solar cells (control) on a sunny day. Preliminary observations suggest that the Light/dark period PBR system led to an increase of cell growth under the same conditions. Yet, because of minimal data acquisition and presence of limiting factors such as CO2 depletion, feedstock supply, degassing system, and temperature control, future investigation will be needed. Further studies, in which photovoltaic cells will be used with this dual purpose: converting light into electrical energy and provide the light shielding the algae need to improve growth, will need to be done.
1. Introduction

The long term goal of this project is to convert solar radiation into useful power through the fusion of two technologies: photobioreactor and solar cells. The PBR will be used to grow and harvest algae to produce biofuels and byproducts. The other goal is to use the solar cells to provide power for the bioreactor in order to achieve its basic functions like mixing and gassing-degassing. In order to approach the photobioreactor design, the first step was to understand the algae photosynthetic process, which in future research will implement the conditions required for maximum algal growth. Work this summer has explored a hybrid system, using a flat photobioreactor and solar cells placed over it. Prior research has suggested that light/dark cycles using the flashing light method [1] can increase growth over constant illumination. Our major goal was to test this hypothesis.

2. Background

2.1 Algae and Photosynthesis:

Algae are a natural choice for maximum yield of biofuels because they [1]:

- Intrinsically offer the greatest flux tolerance and photosynthetic efficiency as a consequence of a minimum of internally competitive plant functions.
- Enjoy fast reproductive cycles.
- Have limited nutrient requirements.
- Can readily be exposed to temporal and spectral irradiation distributions and intensities that are not encountered in nature but appear to be optimal for bioproductivity via cleverly crafted photonic systems.

Photosynthetic organisms (PO), such as algae, transform visible light in the 400-700 nm part of the solar spectrum [2]. The energy in the form of biomass that can be obtained via photosynthesis depends on the level of PAR (Photosynthetic Active Radiation), meaning light useful to photosynthesis. Understanding the algae photosynthetic process is a necessary first step in designing a bioreactor. The theory clearly states that photoinhibition at noon is almost impossible to prevent. Mutual shading, i.e. the continuous change between light and dark phases, represents a serious problem for ultrahigh population densities [10] and there will be limitation of growth. Experiments have been conducted using the flashing light method as well
as incorporating mixing effects in the PBR. Flashing light is the imposing of on-off character to a continuous light source [1]. According to Gordon [1], experiments with dense culture combined with short light/dark cycle times produced increase of algae cells. Gordon’s experiments used flow rates that allowed average light/dark cycle times of the order of tens of milliseconds. His experiments has produced $\sim 17\, \text{gm}^{-2}\text{h}^{-1}$ at flux values up to $\sim 8000\, \mu\text{mol photons m}^{-2}\text{s}^{-1}$ using the flashing light effects. Gordon stated that this elevated productivity was a consequence of hydrodynamically shortening the average light exposure time $\tau_{\text{exp}}$ to the order of milliseconds. This value of $\tau_{\text{exp}}$ is closer to the $\tau_{\text{dark}}$ of the order to ten to hundreds of microseconds. Consequently, he concluded that the optimal bioreactor strategy must combine rapid algae transit times with optimal flashed light. For simplicity, the use of flashing lights periods haven’t been used in our experimentation. Mixing effects haven’t been used either to avoid turbulence. Instead, photocells have been placed over the PBR to give the shielding (Dark periods) and spacing between the photocells (light periods) the algae need to grow. Laminar fluid dynamics is the base of the PBR design. Reynolds numbers lesser than 2000 ensures laminar flows; thereby low velocities are achieved.

2.2 Algal Photosynthetic process:

Photosynthesis represents a unique process of solar energy conversion. Algae photosynthesis is expressed as a redox reaction driven by light energy (harvested by chlorophyll molecules), in which carbon dioxide, water and nutrients are converted into lipids, carbohydrates, proteins, and oxygen. The conversion is divided into two stages, the so-called light reactions and dark reactions [3].

- Light reactions: Light reactions occur on photosynthetic membranes, in which the light energy is converted to chemical energy providing a biochemical reductant NADPH$_2$, and ATP, a high energy compound [3].

- Dark reactions: Dark reactions take place in the stroma, in which NADPH$_2$ and ATP are utilized in the sequential biochemical reduction of carbon dioxide [3]. In order to fix one molecule of CO$_2$, three molecules of ATP are required [3]

$$\text{NADPH}_2, 3\, \text{ATP}$$

$$\text{CO}_2 + 4\text{H}^+ + 4\text{e}^- \rightarrow (\text{CH}_2\text{O}) + \text{H}_2\text{O} \ldots (I)$$

2.3 Algae and its growth requirements:
Algae's growth conditions require careful measures in order to keep algal culture chemically and biologically clean, as well as allowing exchange of CO₂ and O₂ between medium and atmosphere [4]. In this project, we examined the growth condition of algae culture in a closed environment (bioreactor).

The general nutrient requirements for optimal algal growth are [5]:

I) The total salt content, which is determined by the habitat from where the algae originates.
II) Nutrients such as K⁺, Mg²⁺, Na⁺, Ca²⁺, SO₄²⁻ and Cl
III) Nitrogen sources, specially nitrate, ammonia and urea.
IV) pH
V) Trace elements and some chelating agent such as EDTA (ethylenediamine-tetraacetic acid). It is added because it complexes with elements such as iron, making them more soluble and readily available to the cells.
VI) Vitamins and CO₂ supply.

2.4 Processes that algae undergoes during photosynthesis:

2.4.1 Photoinhibition:

Photoinhibition is defined as a light-induced decay of photosynthesis, and it is manifested as a decrease in the maximum quantum yield of photosynthesis [6]. Technically, photoinhibition is associated with prolonged exposure of the algal culture to excessive light, producing damage to photosystem II (PSII) thereby affecting the algal productivity.

2.4.2 Photorespiration:

Photorespiration is the process where the organic carbon is converted into CO₂ without any metabolic gain. Photorespiration is stimulated by a high O₂/CO₂ ratio. For optimal yields in microalgal mass cultures, it is necessary to minimize the effects of oxygen photorespiration. Therefore, a higher ratio of CO₂/O₂ is necessary. Research has shown that oxygen accumulation in the culture is an obstacle to the development of closed bioreactors requiring. Therefore; an efficient degassing system will be needed [7].
2.4.3 Effect of suboptimal temperature on photoinhibition and culture productivity:

Algal cultures that are grown outdoors are exposed to environmental stress such as non-optimal temperature. Increased susceptibility to photoinhibition can be caused by several mechanisms associated with temperature variations; for instance, low temperatures will [7]:

- Slow the rate of CO₂ fixation, thus causing reduction of electron transport compounds (in Photosynthesis)

Inhibit the PS II repair cycle during photoinhibition.

- In order to reduce such stresses, a system to regulate temperature in the bioreactor will be needed.

2.5 Photovoltaic Cells

Photovoltaic cells are a relatively mature source of electrical power with conversion efficiencies in 14-20% range. Photovoltaic cells are used to convert solar radiation to electricity. They are made of semiconductor materials such as silicon. Silicon is an excellent material for solar cells. It is the most popular used. In principle, all that is needed to generate electricity is an excited state or states, in which a carrier can be excited from the ground state by photon absorption [8]. A solar cell consists of a layer of semiconductor materials with different electronic properties [9]. Essentially, a slab or film of Si is n-doped and p- doped in its surface regions (forming an n-p junction). This structure is positioned between a transparent front electrode arrangement and an opaque metallic back electrode. The device is supported by glass or polymeric foil [8]. Light consists of particles called photons. When like hits the solar cells, some of the photons are absorbed in the region of the junction and are free to move through the silicon and into the external circuit [8]. Since not all the light is absorbed, antireflective coating is used to decrease reflection of light.
3. Approach and Methods

Section 2 describes the many factors in the production of algae. A major focus of this summer’s effort was to address the photo-bleaching or photoinhibition problem. An alternative would be to provide to the system both shading and the light-dark periods the algal culture requires to grow efficiently.

3.1 The Parallel PhotoBioreactor Approach:

As stated previously, photobleaching represents a problem, especially at midday. For this reason, our PBR uses photovoltaic cells to shield portions of the reactor from the solar light (solar cells over the PBR).

3.2 The following solutions are being explored:

- Prototype of a flat bioreactor that provides dark and light cycles for efficient algal production.
- Photobleaching
- Types of alga used
- The PBR design.
3.2.1 The Bioreactor Construction:

A flat bioreactor model has been designed, using laminar fluids for simplicity. Laminar flows are characterized by smooth and constant fluid motion. In fluid mechanics, Reynolds number Re is a dimensionless number that gives the measure of the ratio of inertial forces to viscous forces. It is used to characterize different flow regimes, such as laminar or turbulent flow. Laminar flow occurs at low Reynolds number, where viscous forces are dominant, and it’s characterized by smooth, constant fluid motion. If we were to work with turbulent fluids, more energy would be needed to maintain the system, and the complication of the system will go far beyond scope to be solved now.

**Laminar flow**
- Re < 2000 (See appendix c for formula)
- 'low' velocity
- Fluid particles move in straight lines
- Simple mathematical analysis possible

Reynolds number:

\[
Re = \frac{\rho u d}{\mu} \quad (1)
\]

\[
D_h = \frac{4LW}{2(L+W)} = \frac{2LW}{L+W} \quad (2)
\]

Where \(D_h\) represents the hydraulic diameter of the PBR. In our case \(W\) is the dimension of the length of the solar cell: 39 mm, and \(L\) is the height of the PBR (See Fig 2). Since dealing with laminar fluids simplified our calculations. It is assumed that \(D_h\) is not greater or lesser than 2L. Various Reynolds numbers have been chosen to get the average velocity.

For instance, in Fig. 2, two different Re have been chosen to get the average velocity V
Table 1: Data obtained using equation 1

<table>
<thead>
<tr>
<th>Reynolds Number</th>
<th>Hydraulic Diameter (mm) ~ 2L</th>
<th>D. Viscosity (mm^2/sec)</th>
<th>T (°C)</th>
<th>V(mm/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>360</td>
<td>10</td>
<td>1.002</td>
<td>20.0000</td>
<td>36.072</td>
</tr>
<tr>
<td>365</td>
<td>10</td>
<td>1.002</td>
<td>20.0000</td>
<td>36.573</td>
</tr>
</tbody>
</table>

With this understanding, the specifics for our PBR were obtained. Refer to Appendix D

The velocity of the system was calculated using equation 1.

The height of the PBR has been calculated using equation 2.

Our initial approach of the Photobioreactor :( Refer to Appendix A to see all materials used)

Acrylic material was chosen because of its transparent properties. Our first PBR design (See Appendix D) was designed in AutoCAD. To glue the parts, methyl methacrylate-methanol solution MMA, an organic solvent material, was used. Four pieces were glued together: The dimensions, based on Reynolds number calculations were 230x98x5.4mm. The thickness of the PBR was decided to be 1cm. According to the literature, *Chlorella* grows well under a 1cm thickness. The height of the PBR was kept to 5.4 mm. The calculation based on laminar flows gave us the chance to choose the hydraulic diameter, and height. The width of the PBR was kept a constant: 78 mm, which was the width dimension of two small solar cells. Using Reynolds numbers lesser than 700 gave us dimensions of 5.4 mm of height for the PBR. One inlet hole of 3.1mm of diameter was drilled on each side of the model for tube connection. Unfortunately, the system couldn't withstand the preliminary leakage water testing. Leakage was detected in the middle part. It was decided then to reduce the width of the PBR to 39mm, keeping the same height (see Fig 3) and tube inlet dimensions. In the same fashion, this system was cut and glued. This PBR was tested for water leakage. The testing was successful. This model was used as a control. It was exposed to full sun radiation to observe photobleaching. Reynolds number calculations indicated that the flow was 6.27mL/s, which gave us a velocity of approximately 36mm /s, but the system, could not withstand the required pressure to sustain this flow. If velocities were increased in the PBR, air bubbles formed and the pressures would have caused the PBR components to separate. As a result, this system was used with a velocity of approximately 29 mm/s. So, two more inlet holes were added to the sides with the purpose to decrease pressure drops. Fig 2, 6, 7 show an implementation of the control model.
Fig. 3: Our PBR design

Fig. 4: Tanks to connect tubes between the three inlet holes of the PBR to a one tube

Fig 5: Control Model Exposed to sun radiation
The two additional holes added to each side of the PBR helped to decrease pressure drop, but still achieve a velocity of approximately 36 mm/s. This improved model was used to test the light and dark reaction periods. An arrangement of nine solar cells was placed upon each PBR. Each solar cell was separated given 0.1(Dark spacing+ light spacing). Our dark spacing was 23mm, the width of each solar cell. Specifically, a light spacing/dark spacing of 1/10 ratio was used. The light spacing was calculated to be 2.33mm

Fig. 6-7 show our improved model.
The calculation of time was done using the velocity obtained with Reynolds numbers. The light spacing for a 1/10 ratio was 2.33 and taking the velocity 35.715 then the time the fluid will take to pass the light region will be: time = space / velocity = 2.33/35.715 = 0.00653 sec (see Table 5 above), the light time-sec obtained is lesser than the dark time each cell undergoes under laminar average velocity. The purpose is to have the cells moving in a continuous flow, so they can get the sunlight but don’t get overexposed to it.

### 3.2.2 Pump Choice:

Two types of pump were available: syringe, or peristaltic. It was decided to use a peristaltic pump because different flow rates could be achieved. The syringe pump emptied the cell culture too fast. For instance, for our control model, syringe pump emptied in approximately 9.57 seconds and then reversed the direction with a velocity of 29.77 mm/s. Furthermore, achieving high flow rates was difficult. On the other hand, it was worrisome that peristaltic pump could possibly crush the cell walls of the cell. Therefore, trials were run to observe the effect on algae cell wall breakage. A peristaltic pump was used to pump the cells for 18 and 36 hours. The samples were centrifuged them at about 10 rev/min for 10 minutes each. The results are shown in Fig 8.

<table>
<thead>
<tr>
<th>length (mm)</th>
<th>Fraction open</th>
<th>Velocity mm/s</th>
<th>Light time-sec</th>
<th>Dark time-sec</th>
<th>Pressure (Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.33</td>
<td>0.1</td>
<td>35.715</td>
<td>0.006523869523</td>
<td>0.05871483</td>
<td>0.638</td>
</tr>
<tr>
<td>2.33</td>
<td>0.1</td>
<td>36.072</td>
<td>0.006459303615</td>
<td>0.05813373</td>
<td>0.651</td>
</tr>
<tr>
<td>2.33</td>
<td>0.1</td>
<td>37.575</td>
<td>0.006200931470</td>
<td>0.05580838</td>
<td>0.706</td>
</tr>
<tr>
<td>2.33</td>
<td>0.1</td>
<td>75.150</td>
<td>0.003100465735</td>
<td>0.02790419</td>
<td>2.824</td>
</tr>
</tbody>
</table>
4. Preliminary experimentation:

4.1 Algae Choice:

Three algae sample algal culture were chosen: *Chlorella, Anabena*, and *Euglena gracilis*. In order to have an idea of alage growth under different conditions, the next steps have been followed:

1. Samples of the *Chlorella, Anabena*, and *Euglena gracilis* have been placed in Petri dishes, using 10 ml fertilizer diluted in water (tap or distilled water) of concentration 0.98g/L as nutrients.
2. *Chlorella* sample was exposed to sunlight from 10 am to 4 pm at an average temperature of 27° C and exposed the halogen lamp. *Anabena* was exposed to artificial light from 9:30 to 4:00 pm. at room temperature, using an illuminator-Fiber-lite lamp.

3. The sample of *Anabena gracilis* algae was exposed to sunlight from 8:00am to 11:30pm on a sunny day and taken away from the sun at noon and placed to a shaded area. The sample was returned to light from 2:00 pm to 5:00 pm. The average temperature was around 30° C. Another sample of the same species of algae was exposed to artificial light, using a 40 Watts sunbeam bulb in a lamp.

Results for these first preliminary experiments:

**First group** (Chlorella, *Anabena*, and *Euglena gracilis*): Sun light exposure.

Optometer reported on a cloudy day: 17.5 kCd/m2

This group didn't survive to light exposure. We actually did another trial, using the same kind of culture without success. It was evident that sunlight and temperature factors are crucial problems to solve.

**Second group** (Chlorella, *Anabena*, and *Euglena gracilis*): Exposed to Fiber optic illuminator. Optometer reading reported: 30.5 kCd/m2

*Chlorella* was exposed to artificial light at 7cm. of distance, using the Fiber optic illuminator-Fiber-lite lamp (Model 190 120VAC, 60Hz, and 50 Watts). Tap water was used to dilute the fertilizer. The culture didn't show any discoloration as in the first group exposed to sunlight. For the rest of the week, we noticed that it was alive (green color present), but growth was not noticeable. The Fiber optic lamp used didn’t heat the sample, which stayed at ambient temperature all the time.

The other two: *Anabena* and *Euglena gracilis* samples were exposed by the Halogen lamp (12V max X 50 Watts 60Hz.) No improvement noticed. Photobleaching of the samples followed, and finally we concluded they died. The lamp seemed to produce too much heat. We noticed that the Petri dishes were hot to the touch.
Third Sample: *Euglena Gracilis*

Optometer reported: 26.3 kCd/m2 on sunlight and 4.3 kCd/m^2 on artificial light.

A sample of *Euglena gracilis* was exposed to sunlight from 8:00am to 11:30am on a hot day. Average temperature: 80 degrees. The sample was taken away from the sun and placed in a shaded area, but returned to sunlight from 2:00pm to 5:00pm. At this time, discoloration of the sample was noted (green to transparent), and by night, I concluded the algal sample had died. Another sample was exposed to artificial light, using the 40 Watts sunbeam bulb in a lamp from 8:00 am to 5:00pm and didn't show discoloration, remaining green. The sample didn't seem to show increment of temperature which remained at a constant 21 Celsius temperature. This sample has remained alive for three days at present. For this experiment, distilled water is used to dilute the fertilizer.

*Chlorella* was chosen because after inspection *Anabena* clumped together, *Euglena gracilis* seemed too big in comparison to chlorella according to available literature.

4.2 Experiment: Measurement of solar cell's voltage:

These measurements have been done in order to compare the luminance obtained using different kinds of lamps and solar radiation. It was also necessary to know how transparent acrylic or Plexiglas materials were to let the light get through. The next steps were followed:

1. A solar cell is exposed to sun and artificial light and measurements of the voltage are taken. The solar cell is now placed underneath of an empty Petri dish and the measurement of voltage is taken. The Petri dish is now filled with fertilizer diluted in water, and again we proceeded to measure the voltage. Finally, the algae culture is added on the Petri dishes, and we measured voltage again.

2. Using an optometer, which is placed perpendicular to the light, measurements of the luminance (cd/m2) are taken for all samples in the stated conditions.
Data obtained using a solution of water and fertilizer and a 40 Watts sunbeam bulb in a lamp:

<table>
<thead>
<tr>
<th>Solar cell’s Voltage Reading</th>
<th>Voltage (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. cell exposed to the lamp’s light</td>
<td>0.4540</td>
</tr>
<tr>
<td>S. cell underneath an empty petri dish exposed to the lamp’s light</td>
<td>0.4490</td>
</tr>
<tr>
<td>S. cell underneath a petri dish that contains a solution water&amp;fertilizer</td>
<td>0.4490</td>
</tr>
<tr>
<td>S. cell underneath a petri dish that contains algae and solution water&amp;fertilizer</td>
<td>0.4460</td>
</tr>
</tbody>
</table>

Table 3: Solar cell’s voltage reading

% change in voltage = \((0.4540 – 0.4460)/0.4540 \times 100 = 1.76\%

Measurements obtained using the Fiber optic lamp: using Chlorella for the last voltage's measurement:

<table>
<thead>
<tr>
<th>Voltage (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar cell exposed to the lamp’s light</td>
</tr>
<tr>
<td>S. cell underneath an empty petri dish exposed to light</td>
</tr>
<tr>
<td>S. cell underneath a petri dish that contains a solution water&amp;fertilizer</td>
</tr>
<tr>
<td>S. cell underneath a petri dish that contains algae and solution water&amp;fertilizer</td>
</tr>
</tbody>
</table>

Table 4: Solar cell’s voltage reading using a Fiber Optic lamp as a source of light

% change in Voltage = \((0.4890-0.4860)/0.4890 \times 100 = 0.6\%

Using Euglena Gracilis on sunlight:
Solar cells exposed to sunlight: (control sample), T = 80 degrees. Sunny day about 1000w/m^2

<table>
<thead>
<tr>
<th>Trial 1 (Voltage V)</th>
<th>Trial 2 (Voltage V)</th>
<th>Trial 3 (Voltage V)</th>
<th>Average (Voltage V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5450</td>
<td>0.5350</td>
<td>0.5400</td>
<td>0.5400</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.4890</td>
<td>0.4930</td>
<td>0.4940</td>
</tr>
<tr>
<td>0.5050</td>
<td>0.4910</td>
<td>0.5040</td>
<td>0.5000</td>
</tr>
</tbody>
</table>

Table 5: Solar cell’s voltage reading using sunlight as a source of light

% change = (0.04)/0.54 X100 = 7.407% (decrease in efficiency comparing to 0.54V initially measured)

This would seem to indicate that placing PV cells under the reactor would not seriously decrease their electrical power generation capability.

5. Photobleaching and growth yield experiments

Two different experiments were conducted. The first one was a control (no dark/light periods.) This PBR was exposed to sunlight using range approximate velocities of 23-30mm/s. Flow rates of 4.86-6.27 mL/s were calculated based on the settings of the peristaltic pump. For the second experiment, the 2 PBRs system with the solar cells laid upon them were used with Light and dark cycles of 1/10 ratio. The two systems were run simultaneously. The basic idea was to compare yields. Recording of temperature and luminance were done about every 1-2 hours. Cell counting was done before and after the experiments.

6: Results

Unfortunately, due to amount of rainy days and deadline time, we were unable to collect a substantial data. During the days of sun exposure, our control system had increased cell growth when the sample was analyzed. We noticed that those days were cloudy and with illuminance reading below 37Kcd/m^2. (See Appendix B). A second control system indicated cell decrease on a sunny day. The midday temperature reported was above 50° C. The illuminance reading upper bound was about 46 Kcd/m^2 for this last case; we have the hypothesis that photobleaching was the cause of cell death, but further experimentation will need to be done. Finally, cell concentration from the light/dark PBR was analyzed after and before sun exposure. Our minimal data acquisition indicated an increase on cell numbers on a particular sunny day.
The higher illuminance reading was reported about 70 kcd/m^2, followed but a decrease of cell concentration on a cloudy day. Limiting factors such as CO₂ depletion, feedstock requirements, and high temperatures are suspected to be the cause of this decrease in cell concentration. For detailed data information refers to appendix B.

7. Conclusion

Our minimal data acquisition did not yield enough results to have conclusions regarding cell growth and photobleaching. More experimentation will be needed. Limiting factors such as CO₂, feedstock supply, temperature control systems will need to be controlled while each factor is examined. We hypothesize CO₂ depletion was the critical nutrient and that everything else was limited by the supply of this nutrient. Nevertheless, we were able to approach and construct our PBR design.

8. Future work section

Different light/dark cycle regions will need to be used and compared with a control (PBR without solar cells upon it), both exposed on full sun radiation. For instance, using light and dark cycles regions of 2/10 ratio, and so on. Cell concentration counting will need to be done in trials for each sample to obtain accurate data. The following limiting factors will need to be studied:

- Surface-to-volume ratio of Flat PBR.
- CO₂ supply system
- PBR Orientation and inclination.
- Mixing and degassing devices.
- Systems for cleaning and temperature regulations.
- Transparencies and durability of the material.
- Type of algae
- Feedstock system.

In this study, it is suspected that uncontrolled limiting factors are the reasons of death cells. Consequently, research and experimentation on each one will be crucial to achieve high algae
productivity. Finally, when these limiting factors are known to be controlled, high efficiency solar cells will need to be implemented into the system. The goal is to operate our light/dark period PBR using minimum power. Therefore, the systems that will control the PBR processes will need to be engineered effectively to high efficiencies. The excess power (produced by solar cells, but not used for the PBR) will be stored for use elsewhere.
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Appendix A: Material used for the PBR-solar cells construction

1- Peristaltic Pump (Masteer Flex, Cole-Parmer, Model Number 7553-71, and Motor: System model N 75530-70, 6-600 RPM)

2- Organic solvent methyl methacrylate(MMA)

3- Optometer( Model GO 352 by GRASEBY Optronics)
4- Solar cell 21mm X 39mm (7% efficient)
5- Halogen lamp (12V max X 50 watts 60Hz)
6- Fiber optic illuminator-Fiber-lite lamp (Model 190 120VAC, 60Hz, 50 Watts)
7- 40 Watts sunbeam bulb, 305 lumens, in a lamp.
8- Algae: *Chlorella, Euglena Gracilis, wild algae.*
9- Fertilizer dissolved in distilled water with concentration: 0.98 g/L

The fertilizer (Rose Plant Food by Miracle-Gro) contains:
- Total nitrogen 18%:
  - 2.4 % Ammoniacal Nitrogen
  - 15.6 % Urea Nitrogen
- Available Phosphate (P₂O₅): 24%
- Soluble Potash (K₂O): 16%
- Copper (Cu): 0.05%
- Iron (Fe): 0.10%
- Manganese (Mn): 0.05%
- Zinc (zn): 0.05%

10- Voltmeter.

11- Acrylic plastic 5.4mm of thickness.

12- Plastic tubes: -¼” in OD, wall 1/16 in, 3/8” OD, # 14-169-1J
    - 1/8” OD, 1/32” wall, # 14-169-1B

**Appendix B:** Cell counting Data

1. Control PBR
2. Second run for our Control sample:

<table>
<thead>
<tr>
<th>Day</th>
<th>Light sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.83E+06</td>
</tr>
<tr>
<td>3</td>
<td>3.85E+06</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>
3. Light/Dark Cycle PBR experiment

<table>
<thead>
<tr>
<th>Day</th>
<th>Light/dark sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.34E+06</td>
</tr>
</tbody>
</table>
4. Chlorella grown indoors under temperatures 25-30° C, at 4 Kcd/m^2

<table>
<thead>
<tr>
<th>day</th>
<th>1</th>
<th>8</th>
<th>15</th>
<th>17</th>
<th>21</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell concentration</td>
<td>1.67*10^6</td>
<td>8.35E+06</td>
<td>1.85E+07</td>
<td>1.65E+07</td>
<td>1.75E+07</td>
<td>1.80E+07</td>
</tr>
</tbody>
</table>

5. Comparison of algae concentration of all samples:

<table>
<thead>
<tr>
<th>Day</th>
<th>Light sample 1</th>
<th>Light sample 2</th>
<th>Light/dark sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.67E+06</td>
<td>6.83E+06</td>
<td>5.34E+06</td>
</tr>
</tbody>
</table>

Home-grown Chlorella, in petri dish

Days

Concentration (cells/mL)

1.67*10^6
Comparison of algae growth in PBRs
Appendix C: Reynolds number and laminar fluids

Reynolds number:

\[ \text{Re} = \frac{\rho v d}{\mu} \]

Laminar flow: Re < 2000
Transitional flow: 2000 < Re < 4000
Turbulent flow: Re > 4000

Appendix D: specifics for the first PBR design

Reynolds numbers: 360 (This number was chosen, and many other Reynolds number will give different values of average velocity)

\( D_H = 10.1 \text{ mm (hydraulic diameter) } \)
\( \nu = 1.002 \text{ mm}^2/\text{s (Dynamic viscosity of water) } \)

Temperature = 20 °C
Velocity = 35.715 mm/s
Reactor length = 210mm
Reactor width = 78mm
Solar cell = 21mm X 39mm
PBR height = 5.4 mm
Fig: First PBR design
Photovoltaic (PV) cells and photobioreactors that grow algae for the production of biodiesel have never been combined in a hybrid system even though they both use the sun as a source of energy. The goal of this study was to design a photobioreactor that combines modular PV panels for dark and light (DL) periods to increase algal photosynthesis. Simultaneously, the PV panels produce electrical energy that will power the system and any excess power could be fed to the electrical grid. Two bioreactors were constructed. One reactor was not covered by solar cells and served as a control for the experiment. The second reactor had 90% of its surface covered by solar cells to provide dark periods. One goal was to reach comparable or higher yields for the DL reactor in comparison to the uncovered reactor. Another was to examine whether short, cyclic DL periods increase growth. Data acquisition was minimal, but preliminary results show that the system without DL periods had a longer doubling time than the one with the DL periods, proving that the cycles increase growth.
1. INTRODUCTION

Photovoltaics and algae utilize solar radiation to provide energy for algae growth and photovoltaic generation of electricity.

Factors to be considered when building a photobioreactor to use for the study include:

- High surface area to volume ratio [4]
- Orientation and inclination of the bioreactor towards the sun [4]
- Degassing of oxygen in the system [4]
- Supply of carbon dioxide [4]
- Mixing of the algae slurry [4]
- Temperature control [4]
- Species of algae used [4]
- Modulated intervals of the solar panels placed on top

The main goal of the experiment was to design a photobioreactor to investigate the hypothesis that short term DL cycles can produce economically adequate algae growth and prevent photobleaching. The modulated light effect was achieved by placing solar panels periodically in a planar array onto a photobioreactor while moving the algae inside the photobioreactor in a linear flow. Thus, as the algae traveled through the reactor, they were exposed to light when they were in a region between solar panels, then to dark when they were underneath a solar panel. Furthermore, the effects of varying types of light on algae were investigated.

2. BACKGROUND

Solar power is a mature field that has made progress within the last 50 years. Its technological strides went from 6% conversion efficiency in 1955 up to a record 35% efficiency in recent years. Most of today’s commercially produced photovoltaic panels range in the 14-20% conversion of sunlight into energy [1,2].

Biofuel is usually produced from vegetable oils, animal fats, waste vegetable oils and certain types of algae. Vegetable oils that can be used are rapeseed, soybean, mustard and sunflower. Animal fats include tallow, lard, yellow grease and chicken. The most popular form of biofuel is biodiesel and it can be produced by “transesterification.” Transesterification is mixing fatty acids with methanol and a catalyst (like alkali metals or acids) to get a mixture of methyl esters and glycerol. The methyl esters are the biodiesel, and glycerol is a byproduct.

Biofuels are beneficial because their feedstock usually mitigates carbon dioxide. This feedstock only includes photosynthetic plants such as algae. Carbon dioxide, water, and sunlight are the main reactants in the photosynthetic reaction that produces glucose and oxygen. A feedstock of
biodiesel could be grown in a place where carbon emissions are high and that way mitigate carbon dioxide.

Algae are a popular feedstock for biodiesel because they reproduce fast, have small land requirements, can be farmed in bioreactors in unproductive land instead of arable land and have minimum nutrient requirements [3].

Research has been conducted to improve algae yields, but further studies must be done. Different bioreactors were used ranging from open ponds to tubular reactors, from sac reactors to flat reactors. All of them had drawbacks. Flat bioreactors overheated easily, and had problems with photobleaching. Pond reactors became easily contaminated with bacteria and other foreign organisms. Tubular reactors have problems with optimal light exposure and thick algae. Despite the associated problems, the most promising design is the flat bioreactor because it can easily be tilted to face the sun and still maximize productivity per unit volume and per unit of illuminated surface of the reactor [3]. Flat reactors can also be closely packed together, using minimal land area. They are easy to degas and mix by bubbling gases.

Light flashing experiments have been done to see whether algae exposed to short DL periods would grow faster. Studies by J. Gordon and J. Polle claim that intense light photon flux pulsing for extremely short periods of time can increase the production from the average 2-3 g dry weight m⁻² h⁻¹ to 100 g m⁻² h⁻¹[4]. Additionally, K. Terry asserts that introducing a fan to provide flashing of DL intervals can increase productivity by a factor of two [5].

3. METHODS

To analyze the effects of dark periods on algal growth, a clear photobioreactor with intermittently spaced solar cells laid on top of it to provide shading for the algae growing in the PBR underneath them was designed. A control PBR was also used without any shading.

3.1 ALGAE GROWTH TRIALS

Algae was chosen from ten samples. The choices were Anabaena, Closterium, Oscillatoria, Volvox, Chlamydomonas, Euglena Gracilis, Spirogyra, Chlorella, Oedogonium, Synedra. After inspecting the characteristics of the algae such as tendency to clump together and relative size (not on a microscopic level) three types of algae were chosen to try to cultivate: Anabaena, Euglena Gracilis, and Chlorella. We added about 10 mL of Miracle-Gro Rose Plant Food fertilizer at a concentration of .98 g/L to about 2 mL of algae sample. The algae were stored in a petri dish at a sample thickness of about 2-5 mm.

All three types of algae were placed under a halogen lamp. The halogen lamp, at a close distance of 9 cm, gave luminance readings of 19.7 kilocandelas/m², and at a farther distance of 37 cm read 0.7 kCd/m². Initially, the halogen lamp was held at the closer range because it compared to
the luminance values of a cloudy day (17.5 kCd/m²). Unfortunately, halogen lamps get extremely hot, and this high temperature may have killed all three types of algae because they died within several days of exposure. Instead of having a characteristic green color, they became whitish.

The optimal temperature for growth of Anabaena is 40-45° C, for Euglena Gracilis it is 29° C, and for Chlorella it is 25° C. The temperature of the room was about 25° C, and the temperature of the samples was not recorded but empirically observed to definitely be higher than the temperature of the samples at room temperature.

Because the halogen lamp was unsuccessful, the algae were grown outdoors. All three types of algae were exposed to direct sunlight (luminance values of ~60 kCd/m²) for periods as little as 3 hours and as long as 7. All of the samples died. Even on cloudy days with luminance values of ranging from 15 to 20 kCd/m² the samples died. Temperature was probably a factor in the death of the algae because they should be able to withstand cloudy day luminance values.

Temperatures reaching the high 80s and direct sunlight easily heat up a thin layer of algae sample and kill it.

Chlorella was then grown indoors under a Fiber-Lite fiber-optic illuminator at a distance of 7 cm which produces a luminance of 30.5 kCd/m². The Chlorella grew well with these conditions. However, the illuminator did not illuminate a large area because it was a thin beam of light. The surface that this beam illuminated was about 3 cm in diameter. Thus, all of the algae outside the range of this particular beam received minimal illumination, and the Chlorella under this beam grew well. Then the light was switched to an energy saving (40 W) incandescent lamp with a luminance of 4.3 kCd/m². A sample of Chlorella growing under this light increased in concentration from 8.3x 10⁶ cells/mL to 1.185 x 10⁷ cells/mL in a week. However, this lamp still heated up the algae, so the bulb was switched to a 4 Watt LED light that had a luminance of ~131 kCd/m². Under this light, the Chlorella went from a concentration of 2.96 x 10⁶ cells/mL to 1.6 x 10⁷ cells/mL in a week.

Among the algae that grew well, Chlorella was chosen for further study. It is suitable for the experiment because it is a small, unicellular spherical alga with a diameter ranging from 2-10μm that does not clump together.

### 3.2 PHOTOBIOREACTOR DESIGN

The PBR was made out of acrylic because it is a clear plastic that is easy to cut and glue together. To fuse the plastic together, a methyl methacrylate-methanol solution was used. To build the PBR, two thin pieces that make up the top and bottom were bonded with the center-piece that determined the internal diameter (Figure 1, 3). Chlorella grows well in thicknesses of about 1 cm. The thickness of the PBR was .54 cm to ensure that
all of the sun’s rays penetrate the culture. The first PBR’s internal width was the length of two photovoltaic cells connected in series. The dimensions of the photovoltaic cells were 21 mm wide by 39 mm long, so the width of our reactor became 78 mm. Figure 1. Construction of PBR The length of the reactor was 210 mm to allow a fraction of .5 for dark periods with 5 DL periods. The internal dimensions of the first PBR were 5.4 mm high by 78 mm wide by 210 mm long (Figure 2). This PBR also had a strip in the middle to provide a travel path that is not 78 mm wide but instead 37 mm to allow lower flow rates (Figure 2). However, the middle separator could not withstand the pressure that built up inside of the PBR and collapsed, allowing water to freely float about the reactor without following the specified path. Due to these drawbacks, the reactor width was scaled down to 39 mm.

The dimensions of the second PBR design were: 5.4 mm high, 39 mm wide, and 210 mm long (Figure 4). This reactor only broke when a considerable amount of pressure was put on it (flow rates exceeding 6.3 mL/s). The second PBR design was the chosen design. Improvements made to the system include having 3 instead of 1 inlet and outlet streams. This decreased the pressure inside of the reactor so flow rates as high as 8.4 mL/s could be achieved.

Figure 2. Dimensions of first PBR design

Figure 4. Dimensions of second PBR

3.1 DL PERIODS

The photovoltaic cells, which have a width of 21 mm, are the dark period for algal photosynthesis. The light period length can be altered. For the DL reactor a 1:10 ratio of light to dark cycles was used.

To calculate the speed of the algae, the Reynold’s equation, \( \text{Re} = \frac{\rho D_h V}{\mu} < 2300 \), was used. \( \rho \) is the density of the liquid, \( D_h \) is the hydraulic diameter of the reactor, \( V \) is the velocity of the liquid, and \( \mu \) is the dynamic viscosity of the liquid. The following parameters were used to determine velocity:
Temperature = 35° C
Re = 500
DH = 9.425 mm
μ = .69 mm²/s
ρ = 1 kg/m² (assume it to be the same as water)
The velocity of the algae is 36.6 mm/s. Hydraulic diameter was determined by: DH = 
4Area/Perimeter of a cross-section of the PBR perpendicular to the direction of flow. To find the 
amount of time that the cells are exposed to light if they are traveling at a certain speed, the 
length of open space was divided by the velocity. For the dark periods, the fraction of length of 
the reactor that is open (i.e. .1) was subtracted from 1 (to get a dark fraction of .9), then 
multiplied by the length of open space and divided that product by the velocity. 
The length of the dark periods was predetermined to be 21 mm, and a light fraction of 0.1 was 
used. With these parameters, the length of light exposure is 2.33 mm. With a speed of 36.6 
mm/s, the amount of time algae are exposed to light at every light period is .0064 s, and every 
dark period lasts .057 s. According to Gordon and Polle, for high sunlight intensity values, it is 
desirable to achieve exposure times that are to the order of milliseconds to avoid photobleaching 
and maximize growth [3].

3.2 PUMPING

There were two choices of pumps: syringe pumps or peristaltic pumps. The problems that arose 
from a syringe pump are that it empties too fast. For example, if the width of the PBR is 39 mm, 
and the speed of the algae is 36.6 mm/s, then a 60 mL syringe would have to empty in 7.78 
seconds and then reverse direction. Furthermore, it would have a lot of trouble achieving such 
high flow rates.

On the other hand, a peristaltic pump has drawbacks 
because it could crush the cell walls of the algae. To 
analyze this, a sample of algae was put into a 
centrifuge to see the extent of the green tint of the 
water from the broken cells in the slurry. It was 
slightly green (Figure 5). The algae was then pumped 
with a peristaltic pump for 18 and 36 hours, 
centrifuged, and compared. The color of the 
“crushed” samples was similar to the color of the 
zero-hour sample. The samples were in fact greener, 
but very slightly (Figure 5). Unfortunately, 
these characteristics were only observed with the naked eye, instead of a 
spectrophotometer. Therefore, it became clear that using a peristaltic pump instead of a syringe 
pump was more practical.
3.3 OVERALL EXPERIMENT

Two PBRs were run, one with DL (Figure 6) periods and one without (control). The reactor constantly exposed to sunlight ran at linear flow velocities of about 23-30 mm/s. This system was run simultaneously with the system that had both DL cycles to see how algae yields compare. The second system was run at 36.6 mm/s except it had 2 PBRs, with 9 solar panels on top of each PBR placed 2.33 mm apart. The algae in the second PBR were therefore exposed to 18 DL cycles. The cultures were kept outside in sunlight for about 7 hours a day and temperature and luminance of the sun were recorded every 1-2 hours. The concentration of the cells was recorded every other day.

![Diagram of PBR systems]

Figure 6. System which is constantly exposed to light (top), system which has DL periods (bottom)

4. RESULTS
Cell growth increased in two of the three samples tested, and then dropped in both of them. In the third sample, cell concentration simply decreased. The cell concentration of the light reactor 1 increased from $7.67 \times 10^6$ cells/mL to $1.15 \times 10^7$ in only two days with luminance values ranging from 7.5 to 36 kCd/m². The temperature during that time hovered around 34°C. However, the concentration then dropped to $1.05 \times 10^6$ in two days of light exposure. The luminance on those days ranged from 6.6 to 50 kCd/m². The temperature went from a low of 36.5°C to a high of 53°C. Light reactor 2 simply had a drop in concentration from $6.83 \times 10^6$ cells/mL to $3.85 \times 10^6$ in only one day. The luminance was 14.2-44 kCd/m² with temperatures reaching 44°C. Lastly, the DL reactor doubled in concentration from $5.34 \times 10^6$ cells/mL to $1.10 \times 10^7$ in two days. These two days had a very high luminance values reaching 71.8 kCd/m². But this sample of algae also decreased in concentration to $4.65 \times 10^6$. During the decrease in concentration, the luminance was 14.2-44 kCd/m². For full description of conditions refer to appendix A and for cell concentrations listed in a table see appendix B.

5. CONCLUSION

Data acquisition was very minimal for the experiments conducted. Each reactor was only kept outside for 3-5 days and assumptions are being made from the readings made on those days. All of the conclusions listed below are loosely based off of the results and there must be a lot of further experimentation done to prove the hypothesis that DL cycles at high luminance values improve growth or at least are comparable in growth to uncovered reactors.

Regarding light reactor 1, cells grew well on day 2 because the luminance was low (7.5-36 kCd/m²) and the temperature was moderate (30-37°C). They then began to die on days 3 and 4 because luminance reached high values like 50 kCd/m² and temperatures were hot, maintaining values as high as 50°C in the midday sun. Thus a reactor without any dark periods grows its algae best in low luminance and low-moderate temperature because then it does not get photobleached.

Light reactor 2 has insufficient data. But the drop in growth was probably due to somewhat high intensities for an uncovered PBR (14.2-44 kCd/m²).
The DL reactor had strong growth at high intensities of 71.8 kCd/m². On the other hand, it grew poorly when light intensities were low and only reached 44 kCd/m². It is concluded that a DL PBR needs high luminance values to grow well because low luminance values do not provide enough light to support the dark regions.

Therefore, to maintain increasing growth in a light photobioreactor, low luminance values must be used. And to increase growth in a DL reactor, very high luminance values must be attained. Furthermore, nutrient and carbon dioxide replenishment is crucial for increased growth.

According to the results a DL ratio of 1:10 works properly for increased growth. However, this may not be the optimum fraction for the photobioreactors used in this experiment. Also, it is clear that algae do not need long periods of light exposure when they are in high luminance conditions. These conditions may only photobleach them.

6. RECOMMENDATIONS

For future work, other fractions of light exposure should be investigated. The fraction used for this study was .1, but other fractions like .2, .3, .4 and .5 should also be explored to find an optimum.

The photobioreactor system should also become more automated and continuous by factoring in a degassing system, a nutrient replenishment system and a carbon dioxide feed. The methods used in this experiment were crude and elementary. Carbon dioxide was added in the form of seltzer water with a pipette. The required amount of a fertilizer was also added manually. Also, the degassing system used was simply and uncovered holding tank. All of these things should be upgraded to more automated systems.
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### Appendix A

#### Wednesday, 07/29

<table>
<thead>
<tr>
<th>Time</th>
<th>Luminance</th>
<th>Temp</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:12</td>
<td>10</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>10:28</td>
<td>14</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>10:32</td>
<td>17.47</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>10:33</td>
<td>18.16</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>12:00</td>
<td>18</td>
<td>36</td>
<td>mostly</td>
</tr>
<tr>
<td>1:40</td>
<td>18.7</td>
<td>34</td>
<td>cloudy</td>
</tr>
<tr>
<td>1:42</td>
<td>36</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>1:53</td>
<td>24.1</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>2:16</td>
<td>7.5</td>
<td>34.5</td>
<td></td>
</tr>
<tr>
<td>3:41</td>
<td>10</td>
<td>35</td>
<td></td>
</tr>
</tbody>
</table>

#### Thursday, 07/30

<table>
<thead>
<tr>
<th>Time</th>
<th>Luminance</th>
<th>Temp</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:58</td>
<td>24.5</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>11:00</td>
<td>15.7</td>
<td>42</td>
<td>sunny</td>
</tr>
<tr>
<td>12:00</td>
<td>43.2</td>
<td>50-53</td>
<td></td>
</tr>
<tr>
<td>1:25</td>
<td>50</td>
<td>45</td>
<td>sunny</td>
</tr>
<tr>
<td>1:25</td>
<td>6.6</td>
<td>45</td>
<td>cloudy</td>
</tr>
<tr>
<td>3:35</td>
<td>8.7</td>
<td>36.5</td>
<td></td>
</tr>
</tbody>
</table>

#### Friday, 07/31

<table>
<thead>
<tr>
<th>Time</th>
<th>Luminance</th>
<th>Temp</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00</td>
<td>3.2</td>
<td>35</td>
<td>cloudy</td>
</tr>
<tr>
<td>3:35</td>
<td>2.5</td>
<td>35</td>
<td>cloudy</td>
</tr>
</tbody>
</table>

All day was very cloudy

#### Saturday, 08/01

<table>
<thead>
<tr>
<th>Time</th>
<th>Luminance</th>
<th>Temp</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:30</td>
<td>71.8</td>
<td></td>
<td>very sunny</td>
</tr>
<tr>
<td>1:30</td>
<td></td>
<td></td>
<td>very sunny</td>
</tr>
</tbody>
</table>

#### Monday, 08/02

<table>
<thead>
<tr>
<th>Time</th>
<th>Luminance</th>
<th>Temp</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>9:18</td>
<td>5.3</td>
<td>29</td>
<td>cloudy</td>
</tr>
<tr>
<td>10:05</td>
<td>16.6</td>
<td>29</td>
<td>sunny</td>
</tr>
<tr>
<td>11:00</td>
<td>8.5</td>
<td>46.5</td>
<td>sunny</td>
</tr>
<tr>
<td>12:09</td>
<td>36.5</td>
<td>50</td>
<td>sunny</td>
</tr>
<tr>
<td>2:46</td>
<td>18</td>
<td>46</td>
<td>sunny</td>
</tr>
<tr>
<td>4:47</td>
<td>4</td>
<td></td>
<td>cloudy</td>
</tr>
</tbody>
</table>

#### Tuesday, 08/02

<table>
<thead>
<tr>
<th>Time</th>
<th>Luminance</th>
<th>Temp</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:05</td>
<td>38</td>
<td>38</td>
<td>cloudy</td>
</tr>
<tr>
<td>12:06</td>
<td>44</td>
<td>41</td>
<td>sunny</td>
</tr>
<tr>
<td>4:00</td>
<td>14.2</td>
<td></td>
<td>cloudy</td>
</tr>
</tbody>
</table>

#### Wednesday, 08/03

<table>
<thead>
<tr>
<th>Time</th>
<th>Luminance</th>
<th>Temp</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:00</td>
<td>25</td>
<td>32</td>
<td>cloudy</td>
</tr>
</tbody>
</table>

### Appendix B

<table>
<thead>
<tr>
<th>Day</th>
<th>Light sample 1</th>
<th>Light sample 2</th>
<th>Light/dark sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.67E+06</td>
<td>6.83E+06</td>
<td>5.34E+06</td>
</tr>
<tr>
<td>3</td>
<td>1.15E+07</td>
<td>3.85E+06</td>
<td>1.10E+07</td>
</tr>
<tr>
<td>5</td>
<td>1.05E+07</td>
<td>0</td>
<td>4.65E+06</td>
</tr>
</tbody>
</table>
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ABSTRACT

Mesenchymal stem cells (MSCs) harvested from bone marrow tri-differentiation potential into osteoblasts, adipocytes, and chondrocytes along with portraying a variety of phenotypes. MSCs are a promising cell source for cartilage tissue engineering, but MSC seeded constructs have yet to match the mechanical properties of chondrocyte seeded constructs. The basis of this study is to use imaging techniques on MSCs that have already been developed to analyze chondrocytes and native articular cartilage to provide information on matrix production, cell response to load, and cell mechanical properties. This paper displays two studies. The first study used micromechanical analysis with florescent microscopy on MSCs and cartilage to study the local and bulk mechanical properties and development of the cells’ extra cellular matrix (ECM). The hypothesis was that comparing the local mechanical properties to the bulk properties of MSCs and chondrocytes will explain why the MSC constructs are weaker than the chondrocyte constructs. The second part of the study used confocal microscopy to analyze cell deformation as a function of matrix production over time. The cell deformations were analyzed via a customized Matlab (Mathworks) program to act as a standardized analysis method. Analysis when complete of cell, local, and bulk tissue mechanics is expected to provide insight into the subpar bulk mechanics found in MSC constructs and determine the heterogeneity of local matrix properties.
INTRODUCTION

Mesenchymal Stem Cells (MSCs) harvested from bone marrow possesses the ability to differentiate into adipocytes, chondrocytes, myocytes, and osteoblasts [1 Pittenger]. This is significant because many adult stem cells have the ability to repair a variety of tissues after injury. In the area of cartilage, MSCs serve as a potential source of cells to reconstruct damaged or diseased cartilage tissue. Finding an effective method to heal cartilage has proven difficult due to the inherent nature of cartilage [2 Csak]. The slow healing rate of cartilage has contributed to the fact that its damage affects more than 20 million Americans. Thus there is a strong demand for a method to more rapidly repair cartilage. MSCs show potential to be used as a cell source for tissue engineering cartilage due to their ability to differentiate into cartilage; however, there is a problem with MSCs due to their weaker mechanical properties and heterogeneity, meaning the cells display different phenotypes and have varying likelihoods of cell differentiation. In an effort to study these unexplained problems this paper focuses on studying the micromechanical properties and bulk properties of MSCs and chondrocytes. Analysis, when complete is expected to prove that the varying likelihoods of MSC differentiation can be analyzed via the micromechanical properties of the cells and give insight into the deformation chondrocytes and MSCs experience with mechanical stimulation on a microscopic and macroscopic scale.

8. BACKGROUND

8.1 NATURAL CARTILAGE HEALING

Articular cartilage, the cartilage that coats the bones at joints, can handle extreme compressive, cyclic, and static loads due to its structure. However, its structure also causes it to heal slowly once damaged. The first reason for its slow repair rate is that articular cartilage is only 1% tissue by volume, while the other 99% is an extracellular matrix [3 Shulz]. The second reason that cartilage grows slowly is that it lacks both capillary and nerve connections throughout the tissue which slows down the distribution of nutrients [2 Csak]. When the cartilage matrix is damaged and the damage does not reach the bone, the adjacent chondrocytes multiply and repair the extracellular matrix [3 Shulz]. After a long period of repair, the cartilage appears the same as the rest of the tissue. When cartilage has trauma that reaches the bone, MSCs flow from the bone to the damaged site. The MSCs replace the articular cartilage with Type I and Type II cartilage. After a few weeks the MSCs differentiate into cartilage tissue that resembles the original cartilage, but has weaker mechanical properties. When the bone is ruptured from the trauma the injury receives the help of the nutrients brought by blood in
addition to the MSCs to increase the rate of healing. After a few weeks the new cartilage resembles the previous tissue; however, again the tissue has weaker properties because of the MSCs that were used to make the new cartilage. Cartilage normally has the ability to withstand and repair itself under extreme dynamic loads; however, under certain circumstances cartilage looses the ability to fix itself.

8.2 OSTEOARTHRITIS

Osteoarthritis is the inflammation of a joint caused by the breakdown of cartilage. Osteoarthritis is technically a repair process because as the articular cartilage is damaged new bone is formed to fill in for the lost tissue. A paper published by the British College of Physicians describes osteoarthritis as a ‘slow but efficient repair process that often compensates for the initial trauma resulting in a structurally altered, but symptom free joint’ [4 Osteoarthritis]. Osteoarthritis becomes a debilitating disease when the cartilage cannot ever make a complete recovery of its damage. Osteoarthritis is caused by obesity, age, and repetitive trauma. Primarily the disease is highly correlated to age because as we grow older the water percentage of cartilage increases while the protein percentage decreases [5 Shiel]. This trend weakens cartilage and allows it to flake or crack.

8.3 CURRENT PRACTICES

Currently options for cartilage problems include arthroscopic surgery, joint replacements, and tissue transplantation. There are 1,500,000 arthroscopic operations annually to repair torn tissue such as tendons, menisci, or cartilage [3 Shulz]. However, these surgeries were deemed to be ineffective for osteoarthritis in a 2002 study at a Houston Veterans Affairs Medical Center [6 Moseley]. Joint replacements are performed to replace arthritic, damaged, or cancerous points of the joint. A total of $15 billion worth of complete joint replacement surgeries are performed annually [3 Shulz]. Both the large costs involved in cartilage repair and demands for cartilage disease solutions are the reasons people are studying tissue engineering.

8.4 TISSUE ENGINEERING USING MSCs

Many scientists in the field of tissue engineering hold high hopes for MSCs as a method to repair cartilage tissue in the human body. MSCs have the potential to differentiate into adipocytes, osteocytes, and chondrocytes. [7 Mareddy] MSCs can be isolated from many sources
in the body such as liposuction fat and bone marrow. [8 Huang] [9 Guilak] This means that cartilage tissue from the body will not need to be sacrificed for cells to repair the damaged cartilage. MSCs can be relatively easily cultured and expanded while keeping their many phenotypes. The identification of a suitable cell source such as MSCs is a major step in the advancement of tissue engineering.

8.5 PROBLEMS WITH MSCs

Before MSCs can be utilized for cartilage repair many steps must be taken to improve the cells' deficiencies. First of all the standard practice for harvesting and collecting MSCs involves adhering MSCs to plastic which most other cells do not adhere. [10 Vogel] [8 Huang] This method of collecting MSCs provides a mixture of MSC phenotypes and other cell types, which creates a large hurdle when attempting to grow a homogenous population of cells. Second, MSCs lack unique cell surface markers that can be utilized to recognize the varying phenotypes of MSCs. Third, MSC constructs have yet to be produced that match the mechanical properties of cartilage based constructs and ultimately native cartilage.

9. METHODS

Bovine MSCs and chondrocytes were harvested from three donors’ femurs and tibias. The cells were then encapsulated in 2% agarose constructs 4mm in diameter and 2.25mm in thickness with density of 20million cells per mL. The cells were then cultured in a chemically defined media with or without TGF-β3 (CM+ or CM-). At time points of weeks 0, 1, 3, 6, and 9 the constructs were tested for biochemistry mechanical properties, and with histology. Constructs at each time point were tested for biochemistry after mechanical testing. The sGAG amount was tested with dimethylmethylene blue dye binding. The collagen amount was tested with hydroxyproline assay. The DNA was tested using PicoGreen. Three constructs were tested with an unconfined compression device from our lab at each time point to find the modulus of elasticity for constructs. One construct was fixed to 4% paraformaldehyde inside of paraffin wax used for histology at each time point. Three constructs were tested with the microscope straining device seen in Figure 1. The device has a micrometer for precise adjustments to the linear stage, load cell that can measure between ±250gF with precision of 0.1gF, cover slip to lay the construct, water tight PBS bath, and two platens to strain the construct. The construct was cut in half and laid on its cut portion so that the cells could be imaged by the microscope. The layout of the construct can be seen in Figure 2. The constructs were imaged at strains from 0% to 20% by increments of 4%. This means that the constructs were strained five times with 80 seconds of
straining and 500 seconds of stress relation before the load reading was taken. Images were taken using a Nikon florescent microscope of the Hoechst die stain constructs while operating the microscope straining device. For more details on the microscope straining device protocol see Appendix A. The images were then stitched together using a program called Autostitch. The protocol for Autostitch can be seen in Appendix B. The stitched images were then analyzed using Vic-2D which texture-maps and compares a reference image for each sample to a strained image. This analysis technique allowed for the displacements and strains of the stress to be compared between the time points and between Chondrocytes and MSCs. In other words this method allowed for the study of the ECM by viewing the cells’ strain.

Figure 11: The microscope straining device used on the Florescent Microscope. The Constructs are placed in between the aluminum platens. The load cell is on the left and the linear stage with the ball micrometer is on the right.
In the second part of the study, similar constructs were analyzed using confocal microscopy. Strained and unstrained constructs were imaged with a 60x objective. The images were then analyzed with a customized Matlab program seen in Appendix C. The program threshed the image via the light intensity, area size, and eccentricity. The light intensity was threshed using the Otsu method which makes an image binary by assigning each grayscale pixel a 1 or 0 in a way that minimizes the variance of each class. The area was threshed via a minimum threshold and by an upper and lower standard deviation. The eccentricity is the distance between the foci divided by the length, which was useful in filtering out the scale bar in images and non-cells that were essentially lines. These methods eliminate non-cells, cells that were touching, and cells on the edge of the image. The program then outputted each of the region’s orientation, major axis (length), minor axis (width), eccentricity, and aspect ratio. It is important to clarify that the major axis is the longest axis of the ellipse, the minor axis is the width of the ellipse perpendicular to the major axis, and the orientation is the angle in degrees between the positive x-axis to the major axis. It is also important to define eccentricity as the distance between the foci of the area regions divided by the length and aspect ratio is length divided by width. This analysis method allowed for the cell deformations to be analyzed at different time points as the ECM developed.

10. RESULTS

NOTE: All the results are not present because the experiments have not been completed.
The results will include a comparison between bulk mechanical properties to local mechanical properties of chondrocytes and MSCs at the time points of 0, 1, 3, 6, and 9 weeks. An example of an Autostitched hoescht stained image at 10x can be seen in Figure 3. Images like this exist for each of the strain increments for each fluorescent microscope imaged construct. The strained images were then tested with respect to an unstrained image from the construct. An example of an analysis of the strain of a construct can be seen in Figure 4. Images like this will allow the bulk properties of chondrocyte and MSC constructs to be analyzed. Figure 5 then shows that the displacement across the construct in Figure 4 is uniform across the construct. Figure 6 shows that the local displacements in the construct are not uniform from right to left even though Figure 5 showed a uniform displacement. Comparing these two types of images for chondrocytes and MSCs at various time points will allow us to compare local versus bulk properties.
The data in this section will allow us to assess cell deformation as a function of matrix production over time. There will be the average eccentricities, aspect ratios, and orientation of cells at various time points using the confocal microscope and the customized Matlab program in Appendix C. An example of a completely analyzed image sample can be seen in Appendix D. Figure 7 then shows the cumulated data for many analyzed MSC agarose constructs from weeks 0 and 4.
11. DISCUSSION AND CONCLUSIONS

The results from the first part of the study with the microscope straining device will allow for comparing the local and bulk micromechanical properties of MSCs to chondrocytes. The local properties will be observed with the help of Vic-2D and the bulk properties will be observed with the help of an unconfined-compression device. Comparing the local properties to the bulk properties will hopefully explain why the MSCs have a lower module of elasticity than the chondrocytes.

The results from the second part of the study will allow for assessing the cell deformation as a function of matrix production over time. This portion of the study will also show the effects of stress shielding. Stress shielding normally occurs within weeks 0 and 8 weeks when the ECM protects the cells from deformations. The ECM prevents the cells from deforming because the
ECM is stiffer than the agarose in which the cells reside. This is of interest because stress shielding prevents the cells from receiving some of the loading signals during mechanical stimulation in bioreactors. Loading signals are extremely important with cartilage and MSCs because they tell the cells to produce different proteins. This portion of the study will also give insight into the experience of the deforming cells during mechanical stimulation.

12. RECOMMENDATIONS

I recommend that in the future the fluorescent microscope straining device be redesigned. The platens should be flush to the bottom of the PBS bath so that soft constructs do not seep between the platens and cover slip. The micrometer should be motorized so that there is no human error with adjusting the strain on the constructs. Adjustments to the PBS bath should be made so that it is easier to place the constructs in between the platens. The load cell on the microscope straining device should be attached to a DAQ so that the readings are accurately recorded. This redesigned device will be more precise and allow for more representative comparisons between time trials and samples.

I recommend that in the future a confocal microscope straining device be created. Currently the strain is placed on the construct by placing the construct in between two slides and squeezing the construct with a rubber band. A device similar to the fluorescent microscope straining device should be made for the confocal microscope so that the strain can be adjusted during imaging. This device would allow for tracking cells while they are strained and during stress relaxation.
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APPENDIX A: MICROSCOPE IMAGING PROTOCOL

This protocol is utilized to study how MSCs and cartilage cells grown in constructs deform under strain at various time points. The time points will be weeks 0, 1, 3, 6, and 9. At each time trial there will be three CM- and three CM+ constructs tested.

Step A: Hoescht Stain

1. Measure the diameter and thickness of the construct.
2. Cut the construct in half across the diameter.
3. Measure the radius of each of the halves.
4. Place the two halves of the construct in separate capsules
5. Add 1mL of PBS to each capsule.
6. Add 2µL of Hoescht stain to the capsules.
7. Wait 30 minutes for stain to set. Wrap the capsules in aluminum foil.
8. Remove the stain from the capsules via pipette.
9. Add 1mL of PBS to the capsules. Wrap the capsule in aluminum foil.

Step B: Microscope Imaging

1. Fill the microscope straining device’s (MSD’s) water bath with PBS.
2. Lay the cut edge of the construct in the MSD.
3. Screw the MSD to the microscope stage.
4. Plug in the load cell display.
5. Record the load cell zero.
6. Screw the micrometer so that the plungers just touch the construct.
   a. This is done by adjusting the micrometer until the load reading decreases below the load cell zero.
7. Take a “Series of Pictures” to get reference images
   a. At 10x take Florescent DAPI setting images across the construct.
      i. Adjust the exposure time of the microscope each time the magnification of the microscope or displacement of the construct changes by clicking Auto Exposure in the middle of the construct.
      ii. Ensure that there is overlap of 1/8th of the image after each time the microscope stage is moved so that the image stitching software can operate effectively.
   b. At 2x take a Florescent DAPI setting image of the construct.
   c. At 2x take a Phase image of the construct.
      i. Do not turn off the lamp until the end of the experiment.
   d. After all the pictures, block the light source so that photo bleaching is prevented.
8. Adjust the micrometer by 0.10mm over an 80 second time period, which is approximately 4% strain.
9. After 8 minutes 20 seconds from adjusting the micrometer, record the load cell reading.
10. Take another “Series of Pictures”
11. Repeat steps 8-10 five times (until 20% strain is achieved) this means that there are a total of 6 image series

APPENDIX B: AUTOSTITCH IMAGING PROTOCOL

This protocol is used to prepare the images from the Microscope Imaging Protocol for Vic-2D analysis. The directions must be followed so that the images maintain the highest resolution possible and to allow for accurate Vic-2D analysis.

2. Close all other programs. This program takes a lot of memory when working with large image files
3. Click Edit and then Options
   a. Under Output Size-select Scale % and change the drop down menu to 100%
   b. Under Matching Options and SIFT Image Size and change the drop down menu to 100%
   c. Under Other Options change System Memory (Gb) to .50
   d. Under Other Options change JPEG Quality to 100
   e. The Options dialog box should look like the image below
4. Click *File* and then *Open*
   a. Open images (.jpg) in order that you want to stitch together
5. Save the stitched image for Vic-2D analysis.
6. Trouble shooting
   a. If the stitched image does not look correct then retry step 4

**APPENDIX C: CONFOCAL IMAGING ANALYSIS CODE**

```matlab
clc
clear all
close all

%Step 1: Modify Each Time

%Specify File to Write To
XLSfilename='t0 1% HA';
XLSfilename=char(XLSfilename);
```
%SPECIFY METHOD
%Column 1: Intensity Threshold
%Column 2: Minimum Area
%Column 3: Lower Area Std.
%Column 4: Higher Area Std.,
%Column 5: Eccentricity Threshold
%Column 6: Region definition for Area threshold
%Column 7: ConvexArea Threshold

%Method 1:
Method(1,:)=[1.000, 50.000, 2.000, 2.000, 1.000, 8.000, 5.000];

%Method 2:
Method(2,:)=[1.500, 90.000, 1.000, 2.000, 1.000, 4.000, 5.000];

%Method 3: Same as Method 1 with eccentricity threshold
Method(3,:)=[1.000, 50.000, 2.000, 2.000, 0.925, 8.000, 5.000];

%Method 4: Same as Method 2 with eccentricity threshold
Method(4,:)=[1.500, 90.000, 1.000, 2.000, 0.925, 4.000, 5.000];

%Method 5: Best blob analysis method as of 7/11/09
Method(5,:)=[1.250, 90.000, 1.000, 3.000, 0.925, 8.000, 1.000];

%Method 6: Created for Greg's microsphere analysis
Method(6,:)=[1.000, 40.000, 1.000, 5.000, 0.925, 8.000, 1.000];

%Select a method
M=Method(5,:);
%--------------------------------------------------------------------------

% STEP 2: OPEN FILE

% open file prompt
[filename, pathname, filterindex] = uigetfile('*.jpg', 'Open Image File');

% if user hits cancel, exits script
if filterindex == 0
    returnL
else
    name = strcat(pathname,filename)
end

% open the file
img = imread(name);

%Find image pixel height and width
pictureSize=size(img);
pictureW=pictureSize(2);
pictureH=pictureSize(1);

%--------------------------------------------------------------------------

% STEP 3: EDIT IMAGE
% Create grayscale image
img = rgb2gray(img);
figure(1)
imshow(img);
title('Grayscale')

% Create black and white image
% Create a threshold level
level = M(1)*graythresh(img);
% Instances of 1 are the cell, 0 is the background
img = im2bw(img,level);
figure(2)
imshow(img)
title('Thresholded Using Otsu Method')

% Threshold image's small areas
%M(6) for either 8 or 4
img2=bwlabel(img,M(6));
Area0=regionprops(img2,'area');
indx = find([Area0.Area] > M(2));
img3 = ismember(img2,indx);
figure(3)
imshow(img3);
title('Eliminated Bottom Areas')
%Histogram of Areas

img4 = bwlabel(img3, 8);

Area0 = regionprops(img4, 'area');

Area1 = struct2cell(Area0);

Area1 = cell2mat(Area1);

StandardDev = std(Area1);

Average = mean(Area1);

y = hist(Area1, 20);

MIN = min(Area1);

MAX = max(Area1);

x = (MIN + (MAX - MIN)/20):(MAX - MIN)/20:MAX;

figure(4)

bar(x, y)

title('Histogram of Areas')

xlabel('Areas')

ylabel('Quantity of Occurances')

%Upper and Lower Bounds

%Lowerbound area

indxl = find([Area0.Area] > Average - 3 * StandardDev);

img5 = ismember(img4, indxl);

figure(5)

imshow(img5)
title('Eliminated Lower Standard Deviation')

%Upperbound area

img6 = bwlabel(img5, 8);
Area0 = regionprops(img6, 'area');
indxu = find([Area0.Area] < Average + M(4)*StandardDev);
img7 = ismember(img6, indxu);
figure(6)

imshow(img7)

title('Eliminated Upper Standard Deviation')

%Eliminate cells on border of image

img8 = bwlabel(img7, 8);
indx = [img8(1,:), img8(pictureH,:), img8(:,1)', img8(:, pictureW)'];
indx = sort(indx, 'ascend');
indx = unique(indx);

img9 = ~ismember(img8, indx);
figure(7)

imshow(img9)

title('Eliminated Border Areas')

%Eliminate cells with high eccentricities

img10 = bwlabel(img9, 8);
Eccentricity0 = regionprops(img10, 'eccentricity');
indx = find([Eccentricity0.Eccentricity] < M(5));
img11 = ismember(img10,indx);
figure(8)
imshow(img11)
title('Eliminated High Eccentricities')

%Elliminate cells with holes, abnormal outshoots, or multiple cells
img12=bwlabel(img11, 8);
ConvexArea0=regionprops(img10, 'ConvexArea');
Area0=regionprops(img10, 'Area');
indx = find([ConvexArea0.ConvexArea] < [Area0.Area]*M(7)*4/pi);
img13 = ismember(img12,indx);
figure(9)
imshow(img13)
title('Eliminated via ConvexArea')

%---------------------------------------------------------------

%STEP 4: ANALYZE BLOBS

%Label each cell with a different number
img14=bwlabel(img13,8);
Area=regionprops(img14,'area');
Image=img14;
imview(Image);
%Regionprops measures a set of properties for each labeled region

%Length in pixels of major axis
Length = regionprops(Image,'majoraxislength');
Length = [Length.MajorAxisLength]';

%Length in pixels of minor axis
Width = regionprops(Image,'minoraxislength');
Width = [Width.MinorAxisLength]';

%Eccentricity is the ratio of the foci and the major axis length. 0=circle
Eccentricity = regionprops(Image,'Eccentricity');
Eccentricity = [Eccentricity.Eccentricity]';

%Orientation is the angle (degrees) between the x-axis and the major axis
Orientation = regionprops(Image,'Orientation');
Orientation = [Orientation.Orientation]';

%AspectRatio is the long side divided by the short side
AspectRatio = Length./Width;

% %---------------------------------------------------------------------

% %Step(5)

% %Consolidate data
SUM(:,1) = Length;
SUM(:,2) = Width;
SUM(:,3) = Eccentricity;
SUM(:,4) = Orientation;
SUM(:,5) = AspectRatio;
%Print data to file
characters=size(filename);
characters=characters-4;
XLSsheet=filename(1:characters(2));
xlswrite(XLSfilename,SUM,XLSsheet);

%Print image to a .xsl file
s=' Matlab.jpg';
s=char(s);
AfterImageFilename=[filename(1:characters(2)),s];
imwrite(Image, AfterImageFilename, 'jpg');
Appendix D: Matlab Imaging Analysis Example

Appendix D shows an example analysis of a confocal image utilizing the customized Matlab program in Appendix C. Figure 8 shows a strained MSC construct at week 0 in 2% Agarose gel. Figure 9 shows the outputted Matlab image after Figure 8 has been analyzed by Matlab. Figure 10 labels the cells seen in Figure 9. The program then outputs the length, width, eccentricity, orientation, and aspect ratio of each cell as seen in Table 1.
Table 1

<table>
<thead>
<tr>
<th>Cell #</th>
<th>Length</th>
<th>Width</th>
<th>Eccentricity</th>
<th>Orientation</th>
<th>Aspect Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.67</td>
<td>10.57</td>
<td>0.86</td>
<td>89.86</td>
<td>1.96</td>
</tr>
<tr>
<td>2</td>
<td>16.25</td>
<td>11.31</td>
<td>0.72</td>
<td>82.22</td>
<td>1.44</td>
</tr>
<tr>
<td>3</td>
<td>15.61</td>
<td>12.00</td>
<td>0.64</td>
<td>69.42</td>
<td>1.3</td>
</tr>
<tr>
<td>4</td>
<td>19.29</td>
<td>10.29</td>
<td>0.85</td>
<td>89.42</td>
<td>1.87</td>
</tr>
<tr>
<td>5</td>
<td>17.95</td>
<td>9.29</td>
<td>0.86</td>
<td>87.39</td>
<td>1.93</td>
</tr>
<tr>
<td>6</td>
<td>25.02</td>
<td>12.87</td>
<td>0.86</td>
<td>89.99</td>
<td>1.94</td>
</tr>
<tr>
<td>7</td>
<td>19.2</td>
<td>13.67</td>
<td>0.7</td>
<td>87.25</td>
<td>1.4</td>
</tr>
<tr>
<td>8</td>
<td>20.84</td>
<td>10.29</td>
<td>0.87</td>
<td>89.19</td>
<td>2.03</td>
</tr>
<tr>
<td>9</td>
<td>17.58</td>
<td>8.93</td>
<td>0.86</td>
<td>83.25</td>
<td>1.97</td>
</tr>
<tr>
<td>10</td>
<td>15.38</td>
<td>13.62</td>
<td>0.46</td>
<td>77.78</td>
<td>1.13</td>
</tr>
<tr>
<td>11</td>
<td>16.8</td>
<td>9.89</td>
<td>0.81</td>
<td>88.34</td>
<td>1.7</td>
</tr>
<tr>
<td>Average</td>
<td>18.60</td>
<td>11.16</td>
<td>0.77</td>
<td>84.92</td>
<td>1.70</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>2.84</td>
<td>1.67</td>
<td>0.13</td>
<td>6.43</td>
<td>0.32</td>
</tr>
</tbody>
</table>
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ABSTRACT

In recent years, energy harvesting using piezoelectric materials has become a very popular research topic. Various device sizes and structures have been tested, but it is difficult to compare power measurements as device fabrication and experimental methods vary from paper to paper. In an effort to standardize comparisons in spite of these changing parameters, the dependence of generator power output on device dimensions has been investigated. Though MEMS scale devices have been produced, comparatively little work has been done using aluminum nitride (AlN). This project utilizes AlN due to its ease in processing and potential for on-chip integration. By operating at a MEMS scale, the benefit is that arrays of piezo generators can be placed on the same die. With the process advantages of AlN, a long term goal of an integrated power-harvesting chip becomes feasible. However, theoretical results of scaling predict that raw power output and even power per unit volume will decrease with scaling. This indicates that a single large generator, taking up the same area as several small generators, would produce a noticeably larger power output. Due to time constraints, no new generators could be fabricated within the time span of the project. An existing piezoelectric cantilever was used to verify the theoretical predictions of resonant frequency and static deflections under applied voltage. These predictions agreed quite closely with the observed results. However, no measurable electrical response could be found while exciting the beam with an electromagnetic shaker device. A similar experiment was performed using an AFM to directly excite the beam, but again the electrical response was difficult to characterize. While the results of the experiments were not optimal, the difficulty in measuring the electrical response of the beam demonstrates the design challenges involved with energy harvesting on a small scale. Piezoelectric generators rely on resonance to generate useful quantities of power, and power output is highly sensitive to the frequency of the physical vibrations applied. While generators of this type could be useful if targeted to a specific application if the frequency of environmental vibrations is known, a more versatile approach would use a different design to reduce the frequency sensitivity. Broad-band designs, using either non-resonant or self-tuning structures, would be able to harvest energy much more efficiently in changing environments.
1. INTRODUCTION

Low-power wireless distributed sensor networks are becoming attractive for monitoring different variables – such as temperature, strain in a material, or air pressure – over a wide area. However, one drawback of these networks is the power each node draws, though recent work has shown this can be lowered considerably [1]. Batteries can be used to power nodes for extended periods of time, but they have a limited life cycle and eventually need to be replaced. As this can be a costly and time consuming procedure for networks with many nodes, a means of powering the devices indefinitely would be a more practical solution.

Solar power provides a considerable amount of energy per area and volume, but unfortunately is limited to applications that are reliably sunlit [2]. A promising alternative takes advantage of the energy in ambient vibrations and converts it to electrical power. This approach compares very favorably with batteries, providing equal or greater power per unit volume.

There are multiple techniques for converting vibrational energy to electrical energy. The most prevalent three are electrostatic, electromagnetic, and piezoelectric conversion [3]. A majority of current research has been done on piezoelectric conversion due to the low complexity of its analysis and fabrication. Most research, however, has targeted a specific device scale [4-7]. Little research comparing power output across different scales has been done for piezo harvesters, though scaling effects have been discussed briefly in some works [4,8].

This paper aims to develop a theoretical understanding behind the scaling of piezoelectric cantilever generators, and to recommend a direction for future research in this area based on the conclusions.

2. BACKGROUND

2.1 The Piezoelectric Effect

The piezoelectric effect, in essence, is the separation of charge within a material as a result of an applied strain. This charge separation effectively creates an electric field within the material and is known as the direct piezoelectric effect. The converse piezoelectric effect is the same process
in reverse: the formation of stresses and strains in a material as a result of an applied electric field.

The IEEE standard on piezoelectricity lists several different forms for the piezoelectric constitutive equations [9]. The form used here is known as the d-form, and the equations are as follows:

\[
S = s^\varepsilon T + dE \\
D = dT + \varepsilon^T E
\]

These equations, known as the “coupled” equations, reduce to the well-known stress-strain relationship at zero electric field, and the electric field and charge displacement relationship at zero stress.

2.1.1 Piezoelectric Materials

A majority of piezoelectric generators that have been fabricated and tested use some variation of lead zirconate titanate (PZT). Typically, PZT is used for piezoelectric energy harvesters because of its large piezoelectric coefficient and dielectric constant, allowing it to produce more power for a given input acceleration [10]. Another less common material is aluminum nitride (AlN). Though it has a smaller piezoelectric coefficient and dielectric constant, aluminum nitride has advantages in material deposition and in compatibility with the standard CMOS processes used for fabrication of integrated circuits [6]. This makes the possibility of an integrated “power chip” realizable. Because of these advantages, the project will focus on the use of AlN as the piezoelectric material of choice. However, for future optimizations, the change in output power from switching to a different material should be investigated.

2.1.2 Anisotropic Effects and Coupling Modes

Piezoelectric materials have a built-in polarization, and therefore respond differently to stresses depending on the direction. There are two primary modes of electromechanical coupling for piezoelectric materials: the 3-1 mode and the 3-3 mode. In the 3-1 mode (Figure 2.1a), the
electric field is produced on an axis orthogonal to the axis of applied strain, but in the 3-3 mode (Figure 2.1b), the electric field produced is on the same axis as the applied strain.

**Figure 2.1a:**

![Diagram showing 31 mode](image)

**Figure 2.1b:**

![Diagram showing 33 mode](image)
While the piezoelectric coefficient is higher in the 3-3 mode for most materials, taking advantage of the larger coefficient requires a much more complex design. Instead of simple planar electrodes, a series of interdigitated electrodes (IDE) can be used to take advantage of the 3-3 coupling mode [7]. However, this approach leads to a very small device capacitance and therefore a high output impedance, making load matching difficult [11]. Another disadvantage is that the IDE approach only works for electrically-poled piezoelectrics such as PZT. In AlN, the direction of polarization of the material is set during deposition, so fabrication of a 3-3 mode device would be prohibitively complex. For this reason, the devices analyzed in this report will only utilize the 3-1 coupling mode.

2.2 Device Configuration

The vast majority of piezoelectric energy harvesting devices use a cantilever beam structure. A cantilever beam, by definition, is a beam with a support only one end, and is often referred to as a “fixed-free” beam. When the generator is subjected to vibrations in the vertical direction, the support structure will move up and down in sync with the external acceleration. The vibration of the beam is induced by its own inertia; since the beam is not perfectly rigid, it tends to deflect when the base support is moving up and down (see Figure 2.3). Typically, a proof mass is added to the free end of the beam to increase that deflection amount. This lowers the resonant frequency of the beam and increases the deflection of the beam as it vibrates. The larger deflection
leads to more stress, strain, and consequently a higher output voltage and power [5].

Electrodes covering a portion of the cantilever beam are used to conduct the electric charges produced to an electrical circuit, where they can be utilized to charge a capacitor or drive a load. Different electrode lengths or shapes have been shown to affect the output voltage, since strain is not uniform across the beam [12].

### 2.3 Modes of Vibration and Resonance

A cantilever beam can have many different modes of vibration, each with a different resonant frequency. The first mode of vibration has the lowest resonant frequency, and typically provides the most deflection and therefore electrical energy. A lower resonant frequency is desirable, since it is closer in frequency to physical vibration sources and generally more power is produced at lower frequencies [5]. Therefore, energy harvesters are generally designed to operate in the first resonant mode.

Each mode of vibration has a characteristic mode shape. This describes the deflection of the beam along its length. Figure 2.4 shows some examples of mode shapes for the first three vibrational modes of a beam. When a beam is vibrating in a particular mode, the deflection will vary sinusoidally with time, with the amplitude of the sine wave along the length of the beam given by the mode shape. The points where the mode shape is zero are stationary and are referred to as nodes. In general, the $n$th vibrational mode will have $n$ nodes.
2.4 Physical Vibration Sources

The frequency and amplitude characteristics of ambient vibration sources have been analyzed in Roundy et al [2]. They concluded that most ambient vibration sources have relatively low frequencies (under 200 Hz) and widely varying acceleration levels. As a representative source, they chose the 120 Hz, 2.5 m/s² acceleration measured from a microwave oven.

2.5 Rectification and Storage

To convert the AC output voltage to a more useful DC voltage, some form of rectification must be used. One group has come up with a generator that produces DC voltage directly, without the need for rectification, but it is still in the development phase [15]. Typically, low-power or small signal diodes are used to form a bridge rectifier [4-7]. Novel approaches have included the use of custom low-power diodes and voltage multipliers [6].

After rectification, the DC voltage is used to charge a capacitor or battery. This allows the device to draw more power over a short period than the harvester is able to provide. DC-DC conversion schemes have also been explored and have been shown to charge batteries far more efficiently [16].

3. THEORETICAL PREDICTIONS

3.1 Estimation of Resonant Frequency

The following estimates assume that beams are homogenous, composed of a single uniform material, and of constant cross section. However, equivalent values for Young’s modulus and density can be calculated for composite beams by using a weighted average method [17]. The resulting equations describing the resonant frequencies are much more compact, making the scaling analysis far more straightforward.
3.1.1 Using the Beam Equation

The resonant frequencies of a beam can be estimated using Euler-Bernoulli beam theory [14]. By solving the Euler-Bernoulli beam equation with the appropriate boundary conditions, the eigenvalues of the system can be determined, which then allow for the calculation of the resonant frequencies. The differential equation describing the motion of an Euler-Bernoulli beam is:

\[ \frac{\partial^4 \delta}{\partial x^4} + \frac{\rho A}{EI} \frac{\partial^2 \delta}{\partial t^2} = 0, \]

where \( \delta \) is the beam deflection as a function of position along the beam and time, \( \rho \) is the density, \( A \) is the area of the cross section of the beam, \( E \) is the Young’s modulus, and \( I \) is the area moment of inertia. For a beam of rectangular cross section, the relevant moment is \( I = \frac{1}{12} wt^3 \).

The general solution for sinusoidal vibration is as follows, with the constants and eigenvalues determined by the boundary conditions.

\[ \delta(x,t) = (c_1 \sin \beta x + c_2 \cos \beta x + c_3 \sinh \beta x + c_4 \cosh \beta x) \cdot \sin \omega t \]

where

\[ \beta^4 = \frac{\rho A \omega^2}{EI} \]

For a fixed-free beam with no proof mass, the relevant boundary conditions for a beam of length \( L \) are: \( \delta(0,t) = \delta_x(0,t) = 0 \) and \( \delta_{xx}(L,t) = \delta_{xxx}(L,t) = 0 \). These first two boundary conditions

---

5 This information is paraphrased from “The Encyclopedia of Vibration”, pages 137-143.
indicate that the fixed end of the beam is stationary, and that the beam is flat at the point of attachment. The free end conditions mean that there are no forces applied at that point and no bending moment. The first nontrivial eigenvalue of this system is $\beta L \approx 1.875$, so the equation for the resonant frequency of the first mode is:

$$f = \frac{\omega}{2\pi} = \frac{1.875^2}{2\pi L^2} \frac{EI}{\rho A}$$

By rewriting $I$ and $A$ in terms of the beam dimensions, the widths cancel and the expression reduces to:

$$f = \left( \frac{1.875^2}{2\pi} \frac{E}{12\rho} \right) \frac{t}{L^2}$$

For a beam with a proof mass added on the tip, the mass can be modeled as a point load on the tip. The fourth boundary condition then becomes

$$\delta_{xxx}(L, t) = -\frac{m \omega^2}{EI} \delta(L, t),$$

where $m$ is the mass of the beam. The calculation of eigenvalues in this case depends on the ratio of the added mass to the mass of the beam.

### 3.1.2 Using Stiffness and Effective Mass

If we model the beam deflection as a $1^{st}$ order spring-mass system, then the resonant frequency can be estimated as

$$f_o = \frac{1}{2\pi} \sqrt{\frac{k_{eff}}{m_{eff}}}$$

The effective mass of the beam itself is approximately 0.236 times the beam’s actual mass [18], and if the proof mass is modeled a point load at the tip, the total effective mass is approximately:
\[ m_{\text{eff}} = 0.236 \rho AL + m_{\text{proof}} \]

The stiffness of a rectangular beam is \( k_{\text{eff}} = \frac{3EI}{L^3} \), so for a beam with no proof mass:

\[ f = \left( \frac{1}{2\pi} \sqrt{\frac{E}{0.236 \cdot 4 \rho}} \right) \frac{t}{L^2} \]

Assuming the added mass on the tip is much larger than the mass of the beam itself leads to this expression for the resonant frequency (assuming the stiffness is unaffected):

\[ f = \left( \frac{1}{2\pi} \sqrt{\frac{3E}{m_{\text{proof}}}} \right) \frac{wt^3}{L^3} \]

To model the effects of the distributed mass loading, rather than tip loading, of the proof mass, \( L_{\text{eff}} = L_{\text{beam}} - 0.5L_{\text{proof}} \) can be substituted for the length.

Both approaches for calculating the resonant frequency arrive at similar results when the proof mass is not taken into consideration, differing by only about 1%. When the proof mass is also considered, the stiffness approach is mathematically simpler, and will be used to estimate the structure size needed to take advantage of ambient vibration sources.

### 3.2 Modeling of Piezoelectric Generators

#### 3.2.1 Static Deflections
For the modeling of static deflections of beams, a simple equation was derived from the piezoelectric constitutive relationship. DeVoe and Pisano [19] developed a model for multilayer actuators by equating strain at the boundaries of each layer. For this specific beam, a simpler model can be developed exploiting the symmetry of the fabricated structure.

The beams tested have a “sandwich” structure, consisting of alternating layers of aluminum nitride and platinum, as shown in Figure 3.1.

![Figure 3.1](image)

To derive a relationship between deflection of the beam and applied voltage, we start by computing stress based on a known tip deflection. If the tip is deflected downward by some amount $\delta_t$, then the deflection along the length of the beam – assuming constant curvature – becomes

$$\delta(x) = -\frac{\delta_t}{L^2} x^2$$

where $L$ is the length of the beam, so that the deflection at $x=L$ is $\delta_t$ in the downward direction.

Strain is a linear function of distance from the neutral axis, and is written as

$$S = \frac{M}{EI} y = -\frac{\partial^2 \delta}{\partial x^2} y = \frac{2\delta_t}{L^2} y$$
Figure 3.2 shows this strain variation with respect to the distance from the neutral axis. Using the piezoelectric equation $S = sT + d_{31}E$, evaluated at $T = 0$, gives the following relationship between the strain, $S$, and the applied voltage, $V$.

$$ S = \frac{2\delta}{L^2} \cdot \frac{1}{2} (p_t + t_{AIN}) = d_{31} E = d_{31} \frac{V}{2t_{AIN}} $$

The average distance from the neutral axis is used in place of $y$ to arrive at a value for average stress. In a bending beam, the neutral axis is the line along the beam where no stress is experienced. Because of the symmetric nature of the structure, the neutral axis will be centered vertically.

Solving for deflection in terms of voltage gives

$$ \delta(V) = \frac{d_{31}L^2V}{2t_{AIN}(p_t + t_{AIN})} $$

So deflection as a function of length is then

$$ \delta(x, V) = \frac{d_{31}x^2V}{2t_{AIN}(p_t + t_{AIN})} $$

Smits and Dalke [20] develop a similar model using energy density to calculate deflection, which reduces to the following for this structure:

$$ \delta(x, V) = \frac{3d_{31}x^2V}{8t_{AIN}^2} $$
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The predictions of the two models and the experimental results are compared in Section 4.2.

### 3.2.2 Dynamic Deflections

Many different approaches have been used to model the mechanical and electrical behavior of piezoelectric cantilever beam generators when excited by external vibrations [3,5,21,22]. Basic models represent the system as a spring-mass-damper mechanical system, with the electrical output coupled to some physical parameter of the system [3]. More sophisticated models take into account the additional damping and backward coupling effects of the electrical load on the mechanical system [5,21]. Even more accurate models use multiple degrees of freedom to model the effect of multiple modes of resonance of the system [22].

For this report, the model of Roundy & Wright [5] was chosen for its simplicity and demonstrated success in modeling. A multiple degree of freedom model would provide more accurate results at frequencies far from the first resonant frequency, but near resonance the two should have similar results.

Roundy’s model for voltage output across a resistive load, as a function of excitation frequency, is listed below. It is assumed that the two piezoelectric layers are wired in series.

\[
\begin{align*}
|V(\omega)| &= \omega^2 \frac{2c_p d_{31} t_c A_m}{\varepsilon k_2} \left[ \frac{2\omega_n^2 (1 + k_{31}^2) + 2\zeta \omega_n}{RC_k} \right]^{1/2} + \omega^2 \left[ \frac{\omega_n^2 (1 + k_{31}^2) + 2\zeta \omega_n}{RC_k} - \omega^2 \right]^{1/2}
\end{align*}
\]

The constants in the equation are described in Table 3.1, at the end of this section.

Assuming operation at resonance, Roundy also derives this relationship:
\[ |V| = \frac{2\omega c_P d_{31} t_c A_{in}}{\varepsilon k_2} \left\{ \omega^2 \left( \omega^2 k_{31}^2 + \frac{2\zeta \omega}{RC_b} \right)^2 + 4\zeta^2 \omega^6 \right\}^{-\frac{1}{2}} \]

Instantaneous power dissipation is then

\[ P = \frac{V_{rms}^2}{R} = \frac{|V|^2}{2R} = \frac{1}{2\omega^2} \frac{RC_b^2 \left( \frac{2c_P d_{31} t_c}{\varepsilon k_2} \right)^2 A_{in}^2}{\left( 4\zeta^2 + k_{31}^4 \right) (RC_b \omega)^2 + 4\zeta k_{31}^2 (RC_b \omega) + 4\zeta^2} \]

With an optimal load resistance \( R = 1/\omega C_b \), the power expression becomes

\[ P = \frac{1}{2\omega^3} \frac{C_b \left( \frac{2c_P d_{31} t_c}{\varepsilon k_2} \right)^2 A_{in}^2}{\left( 8\zeta^2 + 4\zeta k_{31}^2 + k_{31}^4 \right)} \]

**Table 3.1:**

<table>
<thead>
<tr>
<th>( \omega )</th>
<th>Driving frequency (in rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_P )</td>
<td>Young’s modulus of piezo layer</td>
</tr>
<tr>
<td>( t_c )</td>
<td>Thickness of piezo layer</td>
</tr>
<tr>
<td>( A_{in} )</td>
<td>Magnitude of input acceleration</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>Permittivity of piezo layer</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>Relates tip deflection to stress:</td>
</tr>
</tbody>
</table>
\[
k_2 = \frac{L^2}{\frac{1}{2}(t_{ps} + t_{AlN})} \frac{2L + \frac{3}{2}L_{\text{mass}}}{2L + L_{\text{mass}} - L_{\text{electrode}}}
\]

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_n)</td>
<td>Resonant frequency of generator</td>
</tr>
<tr>
<td>(R)</td>
<td>Load resistance</td>
</tr>
<tr>
<td>(C_b)</td>
<td>Capacitance of beam</td>
</tr>
<tr>
<td>(\zeta)</td>
<td>Damping ratio</td>
</tr>
<tr>
<td>(k_{31})</td>
<td>Coupling coefficient: (k_{31}^2 = \frac{d_{31}^2 c_p}{\varepsilon})</td>
</tr>
</tbody>
</table>

### 3.3 Effects of Scaling

Roundy & Wright briefly discuss the dependence of power output on device scale, and verify that a larger generator will produce a larger power output [5]. However, they do not investigate the full dependence of power generation on device scale.

To understand how power and scale are related, a relation between device size and resonant frequency must first be derived. From section 3.1.2 we see that for devices with a large tip mass:

\[
\omega_o \propto \sqrt[3]{\frac{wt^3}{mL^3}}
\]

The other parameters in the power equation have the following dependences on scale:

\[
C_b \propto \frac{wL}{t}, \quad t_c \propto t \quad \text{and} \quad k_2 \propto \frac{L^2}{t}
\]
So then the final power dependence on scale is

\[ P \propto \left( \frac{wt^3}{mL^3} \right)^{3/2} \frac{WL}{t} \left( \frac{t}{L} \right)^2 = \frac{1}{w} \left( \frac{mL^3}{t} \right)^{3/2} = w^{3/2}L^{3/2}t^{-3/2}m^{3/2} \]

This brief scaling study shows that a long, thin beam with a large proof mass will yield the most power. Another interesting result is to consider a base design, with a standardized length, width, thickness, and proof mass size, and investigate what happens when each dimension is scaled linearly. Mathematically, this can be emulated by replacing each linear dimension by a factor of \( k \), and the mass by \( k^3 \), since mass is proportional to volume, which is measured in the cube of linear dimensions. It is then derived that power is proportional to the fourth power of the linear dimension of the device, i.e. that \( P \propto k^4 \).

This also means that power per unit area and volume will both decrease when devices are scaled down, since area and volume are proportional to \( k^2 \) and \( k^3 \). Kasyap [8] arrives at a similar conclusion and verifies it with finite-element method (FEM) simulations.

4. EXPERIMENTAL RESULTS

4.1 Experimental Setup

For testing purposes, the die containing the cantilevers to be tested was attached to a PCB approximately 4cm by 4cm with carbon tape. Two leads were soldered to the PCB, and the contacts connected to the electrodes on the surface of the beam were wire-bonded to the PCB. On the device itself, the top and bottom electrodes share a single pad on the die, and the second pad is connected to the middle electrode. A hole was drilled in the center of the PCB and threaded for attachment to the mount on the vibration shaker.
Due to the time constraints, the design and fabrication of a generator was not feasible. Instead, a cantilever on an older wafer was chosen for analysis. The cantilever to be tested is approximately 400 µm long and 100 µm wide, with \( t_{\text{Pt}} = 0.2 \mu\text{m} \) and \( t_{\text{AlN}} = 1 \mu\text{m} \) (see Figure 3.1). There is actually a series of cantilevers, with lengths of 400, 300, 200, and 100 µm. However, the longest cantilever would exhibit the greatest response, so the 400 µm was chosen for testing. Since the cantilevers were not designed with energy harvesting in mind, they lacks proof masses. This design is not optimal, but it does serve to illustrate many of the characteristics that would need to be taken into account. The relevant material properties used in estimates can be seen in Table 4.1.

**Table 4.1:**

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{\text{AlN}} ) (in plane)</td>
<td>292 GPa [23]</td>
</tr>
<tr>
<td>( \rho_{\text{AlN}} )</td>
<td>3200 kg/m(^3) [17]</td>
</tr>
<tr>
<td>( d_{31} ) (AlN)</td>
<td>-1.98 pC/N [23]</td>
</tr>
<tr>
<td>( E_{\text{Pt}} )</td>
<td>168 GPa [17]</td>
</tr>
<tr>
<td>( \rho_{\text{Pt}} )</td>
<td>21450 kg/m(^3) [17]</td>
</tr>
</tbody>
</table>

### 4.2 Resonant frequency verification
To verify the estimates for the resonant frequency, the impedance of the device was measured across a range of frequencies using an Agilent impedance analyzer. The impedance measurements were done in a vacuum, as damping due to air would severely reduce the beam’s movement at atmospheric pressure and make the resonance peak difficult to discern.

The following measurement was made for the beam measuring 400μm long by 100 μm wide:

![Impedance vs frequency graph](image)

**Figure 4.2**

Using the approximate relationships derived in section 3.1, the calculated resonant frequencies are 15.6 kHz (beam equation approach) and 15.9 kHz (stiffness approach). This represents errors of 13% and 15%, respectively. For comparison purposes, another impedance measurement was made of a 300μm by 100μm beam on the same die:
In this case, the calculated resonant frequencies are 27.8 kHz (beam equation) and 28.2 kHz (stiffness), and the relative errors are 22% and 25%.

Since the relative error increases significantly when a shorter beam is used, this suggests that the derived models are not as accurate for shorter beams. In fact, one of the assumptions of the Euler-Bernoulli beam equation is that the length is significantly larger than the width and thickness. Keeping all other factors constant, better agreement would be expected with longer beams.

4.2 Static Deflection

To verify the actuation response of the beam, a voltage was applied across the electrodes of the beam and the deflection response measured (see figure 4.4). The measurements were made using a Zygo laser interferometer.
Comparing tip deflection between experimental measurements and theoretical predictions shows that the theory overestimates the tip deflection by a small but noticeable amount:
The relative error between the developed model and the experimental results is about 10% for each applied voltage. The model derived by Smits & Drake [20] is accurate to within 5% for all data points, and within 1% for most.

4.3 **Excitation using Vibration Shaker**

To test the beam’s response to accelerations, the PCB with the wire-bonded die was fastened securely to the shaker mount. An Agilent function generator was used to drive the shaker, and the output signal from the piezoelectric device was buffered and amplified so it could be measured with an oscilloscope.

However, since the output current of the function generator is limited, sufficient acceleration levels could not be created. Using a Phidgets accelerometer, the applied acceleration was measured and was found to have a magnitude of only about 0.1 g.
In an attempt to resolve this issue, an Apex PA-98 amplifier was also used to drive the shaker. This did result in an improved acceleration output, but the shaker output was then limited by the low current capability of the amplifier (~40mA). To facilitate future testing, an amplifier configuration with a higher output current will be used, as the PA-98 can support up to 200mA of output.

Figure 4.6: Diagram of shaker setup

5. CONCLUSIONS AND RECOMMENDATIONS

It has been shown that the current device structure does not have scaling advantages in power per unit area or volume. It is difficult to produce sufficient displacement at small scales to generate a considerable voltage. At the microscale, resonance frequencies are too low to effectively convert ambient frequencies as found in nature.
As an illustration of the challenge of reaching lower frequencies with MEMS devices, consider a beam of equal width and thickness as the one tested, but a significantly larger length and an added proof mass. Using the frequency estimate in section 3.1.2, a 2000μm by 100μm by 2.6μm beam would need to have a 0.11mg proof mass to reach even 200 Hz. Using a relatively dense metal such as gold would still require a cubic proof mass of approximately 148μm on each side.

Due to the difficulty in reaching low frequencies with MEMS scale devices, these types of energy harvesters would be limited to applications with very high frequency vibrations. However, for compact systems with very low power requirements, MEMS microgenerators are a very attractive means of powering devices indefinitely.

Recommendations are to build devices of this form, with a proof mass added, while targeting lower resonant frequencies. Alternate geometries may help in lowering the resonant frequency, and gaining more power output. More effective solutions include designing a structure that is either not dependent on resonance, or has a means of tuning its resonant frequency. Examples of such devices have already been demonstrated by other researchers [24,25]. To take advantage of the large deflections and strains that go with a beam oscillating at resonance, the tuning approach is recommended as the most useful for power output. The challenge will be in adapting existing tuning approaches to the MEMS scale, or in devising a new means to tune the beams’ resonant frequency.
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ABSTRACT

The team goal for the summer is the simulation of underground coal mine fires, and the study of the physiological reactions occurring during evacuations. I undertook the task of searching for new ways to modify the map creation tools used by the original crowd simulation software using the Crowds with Aleatoric, Reactive, Opportunistic, and Scheduled Action (CAROSA) framework. I also modeled the mining equipment used to simulate a more realistic coal mine situation. First, a literature search on the web was done for software called Level Editors and Game Engines. Then, modeling the mining equipment, rigging the miner mesh model with a skeleton and animating both equipment and miner was done. These tasks used two pieces of Autodesk software; Maya and Motion Builder. Additionally, Maya was used to create the cell-portal mine map that the virtual miners use to move about in the space. Once the models and animations were created, they would be used for the simulation. With the simulation results we can validate a study made by U.S. Department of Health and compare the physiological models visualized in the simulation with the results of the study.

1. INTRODUCTION

An important element of our lives is fire and it could easily be said to be the most important discovery to man. Just as it has many positive uses, such as warming cold bodies or lighting the way, fire also has a negative side. House fires, along with forest fires, are of the most terrifying occurrences associated with fire. These fires can consume the home of many and leave families “on the street” in minutes. In these cases, the fire can easily escape or propagate due to the open space and abundance of wind but the same cannot be said for underground mine fires.

Underground coal mining is a dangerous occupation because coal is an easily combustible rock. With only one exit, both miners and fire must escape in the same direction. Although the saying goes “where there’s smoke, there’s fire”, we also know that it is also true in reverse. Fire produces smoke, so where there is fire, there will be smoke. When in large volumes, fire smoke can deplete the energy of the escapees until they eventually lose consciousness and die. To safely escape these fires, it is important to know what must be done during such an occasion. But
reproducing this situation is dangerous not just to people, but to the environment. Therefore, simulating a mine fire becomes highly important.

The team goal for the summer, until the end of August, is the simulation of underground coal mine fires and the study of the physiological reactions occurring during evacuations. Many other research projects have done case studies lasting more than 10 years of these fires and interviewed many survivors for their knowledge. During the 1970s, the United Kingdom was one of the first to conduct this type of study and United States Department of Human Health and Services followed with a complement of theirs [1]. The U.S Department of Human Health and Services’ study shows statistics of different underground mine fires, taking into account the number of miners originally present and the surviving number, along with several other factors, such as age and years of experience. However, if we were to recreate these events, taking into account all the factors, there is no saying that the situation will go exactly the same every time. So part of the team goal is to validate the results of this study with the results of our simulation.

Visiting Professor Jinsheng Kang will be working on the smoke models that determine how the miners are affected and the scenario for the simulation. Graduate student Pengfei Huang will work on developing a new framework and the implementation of the smoke models for the simulation. The personal goal this summer will be searching for a new way to modify the map creation tool used by the framework for crowd simulations and the modeling and animations of various aspects of the underground coal mine. Also, modeling of the mine map and the mining equipment will be realized. After that the equipment and a miner model will be animated for the simulation. With these, a more realistic simulation of an underground coal mine can be implemented.

The following section will be background of the project. Section 3 will talk about the search for new alternative of map creation. Section 4 will be about the modeling that was done, while Section 5 complements the latter by explaining the animations done to some of the models. The following two sections, 6 and 7, will be the results and discussion, and the recommendations for the team. After that are the acknowledgements (Section 8), the references (Section 9), and two appendixes.

2. BACKGROUND

2.1 Coal mining and underground fires

Coal is a valuable organic rock used to provide electricity and for the production of steel and cement. This combustible fossil fuel can be found in many regions of the world in seams with lengths of hundreds of meters and is estimated to be extracted for another 130 years [2]. Because of its combustible nature and length of the seam, any spark that flames this rock will cause a fire the length of the seam. The fires are also very hard to extinguish and can keep burning for decades [3].

The methods used to extract coal from the ground depend on the landscape of the location where the coal is found. Surface (opencast) and underground (deep) mining are the two methods of coal
Underground mining extracts 60% of the coal used in world productions, while surface mining extracts the remaining 40%. Of these two, underground mining contains two main methods called longwall and room-and-pillar mining. The method used for this research is room-and-pillar mining.

Room and pillar mining is done by cutting a series of “rooms” into the coal seam, supported by the remaining “pillars” of coal. This method leaves around 40% of the coal inside the pillars but can be later recovered. The mines can be as short as 700 meters in length where a minimum of eight mine workers (miners) per section extract the coal. As these mines run 24 hours a day, many miners work in the mine each day.

Coal can spontaneously combust, making it hard to fully train miners on how to act when in a mine fire situation. Therefore, by using computer simulations, it is possible to simulate these mine fire situations to use for training procedures. But, in order to simulate a realistic mine fire, data from past situations is needed. Using a study book conducted by the U.S. Department of Human Health and Services, we can know the physiological data needed to create the miner reactions to smoke and mine fire situations. Although the book is an accurate study full of data, we will use our results to compare with the study and can eventually validate the study.

## 2.2 CAROSA

The *Crowds with Aleatoric, Reactive, Opportunistic and Scheduled Action* (CAROSA) [4] framework is a series of software and programming codes used in crowd simulations and created by the SIG Graphics Center. Through this framework, we can specify the characteristics of an agent, including their schedules and activities; allow the agent to have a certain degree of awareness and be able to interact with the environment accordingly; and allow the agents different action types resulting from certain events. CAROSA uses Maya for the creation of the agents and exports them to Cal3D in order to animate them. Cal3D is integrated into MACES+HiDAC, another creation by the SIG Graphics Library, for the crowd simulations.

Each agent has three levels of communication divided in high, middle and low, that determines their movements and involvements with the environment. CAROSA is the high level, where the agents’ characteristics are designed, along with the actions they can do. Following the high level is the middle level, MACES, where the agents determine how to interact with other agents and what routes to take in an evacuation simulation. With MACES, the agents learn of their surroundings and can make appropriate decisions. The last level is HiDAC and here the agents produce more human-like motions, such as detecting walls and objects in a room for avoiding collisions.

The maps where the agents interact are created with the Open Graphics Library (OpenGL) and CAROSA is highly dependent on rectangular maps. Because these maps are hardcoded in OpenGL, to create a new simulation with a new map would take unnecessary time. A solution to this is the use of level editors or game engines, explained in Section 3.
3. LEVEL EDITOR SEARCH

Although CAROSA is a working system, it relies heavily on a rectangular grid structure for the creation of the simulation maps. This, of course, means that diagonal paths are not easily constructed within the simulation. Because underground coal mines are designed to vary depending on geographical location, the paths within those mines become varied as well. To create these mine maps easily, we turn to new methods of modeling. A proposed idea is to use a type of software tool called a level editor.

Level editors essentially can create maps for various uses, the common one being level designing for games such as Quake or Half-life. Since level editors are usually used for a specific game or type of games, a more general level editor is required for designing mine maps. Wavefront object (.obj) files are one of the generic types of files commonly used by game designers. For this reason, a level editor that could export the map to such a file is needed. Another feature needed is the identification of what are and are not pathways to help the agents determine where they can or cannot go through. The last feature we needed was tagging of the world objects to identify which the agent could interact with. Tags will be placed on one of three entities: objects (e.g., cars and coal), cells (e.g. rooms and paths), and portals (e.g., doors). Automatic tagging is also a criterion for selecting a level editor.

To expand the limited search results of common search engines (e.g. Google), we also took into consideration game engines. These softwares are renderers for game developers or animators and can also contain level editors. The typical method when creating a homemade game is to develop your own level, render it for testing, then apply it to game. Both level editors and game engines were tested on a Dell Precision 670 running on Windows XP Professional (version 2002 Service Pack 3) with an NVIDIA GeForce 8800 GT video driver. Table 1 shows the results of the testing done on that workstation, including the names of the selected level editors and game engines, and the availability of the features needed.

<table>
<thead>
<tr>
<th>Name</th>
<th>Export to .obj</th>
<th>Identifiable pathways</th>
<th>Tagging abilities</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Objects</td>
<td>Cells</td>
</tr>
<tr>
<td>jME</td>
<td>No.</td>
<td>?</td>
<td>As nodes.</td>
<td>As nodes.</td>
</tr>
<tr>
<td>3D Rad</td>
<td>No.</td>
<td>Yes.</td>
<td>Object type.</td>
<td>?</td>
</tr>
</tbody>
</table>
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Table 2. Matrix of the results of the level editor and game engine search.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Dim3**</td>
<td>No.</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Blender</td>
<td>Yes.</td>
<td>No.</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Maya</td>
<td>Yes.</td>
<td>?</td>
<td>Yes.</td>
<td>Yes.</td>
<td>Yes.</td>
<td>No.</td>
</tr>
</tbody>
</table>

* The (?) symbol denotes that feature existence is unknown.
** Runs only in MacOSX.

As Autodesk Maya contains most of the features needed for our simulation, it was chosen to model the maps and equipment used in underground mining. Maya is a very powerful modeling tool that is flexible enough to run scripts for just about any imaginable use. An example of this scripting is left for section 5 of animation.

A new framework combining the Qt C++ framework and the Object-oriented Graphics Rendering Engine (OGRE) was developed by graduate student Huang. Using this new framework, now called MIMOSA, all objects (e.g. maps, equipment and miners) are loaded using OGRE’s mesh format. A Maya-OGRE exporter is used for exporting the models to such format.

4. MODELING

For this simulation to be possible, various aspects of the underground mine had to be modeled: the mine map, the mining equipment, and the miners. The structure of the map and the mining equipment used was researched beforehand by visiting Professor Kang. Using the names of the equipment, I searched for online pictures of those mining equipment to use as reference for the modeling. As time was an important factor for this project, we began with simple modeling to test with Huang’s new framework.
To model the mine map of the room-and-pillar method of underground mining, we used an image from the U.S. Bureau of Mines (Figure 1). Using this image a first map was created (Figure 2) and was tested on the new framework. Later on, the change from obj to mesh files was quick with the exporter and testing continues to be good.

4.1 Maps

Figure 21. Room-and-pillar mine map from the U.S. Bureau of Mines.
Using the information Prof. Kang wrote on the mine scenario, a second map was created (Figure 3). This map contains more specific measurements for overall height, corridor and pillar width and length, and approximate height, width and length of the mining equipment. Since Maya can create models with different units (e.g., meters and centimeters), I chose to use the default setting of centimeters. Therefore, the new map, which should be 700 meters long, is only 700 centimeters long. Using free texture images, the map was also textured to look more like a coal mine.

4.2 Equipment

To simulate a more realistic underground coal mine, the mining equipment used by the miners is needed. But this equipment is varied and even one piece of equipment can contain different
models that will not necessarily look the same. While surface mining contains drilling and excavation equipment, underground mining has equipment that can claw through the seam and collect coal or bolt the roof of the mine for security. Various mining equipment catalogs from companies such as Joy Mining Machinery were looked over for reference. The equipment modeled was the following: a mantrip, a shuttle car, a roof bolter, a continuous miner and two different version of a conveyor belt.

Figure 23. Final mine map showing the mining equipment as well. This map is textured.

The mantrip is the car that carries the miners from one end of the mine to the other. Shuttle cars carry the coal from the working face, where mine is currently being extracted from, to the conveyor belt dump point. The roof bolter is a machine to secure the roof of the mine from collapsing, while the continuous miner claws through the coal seam, extracting the coal and dumping it on the shuttle car. Finally, the conveyor belt travels along the mine to bring the extracted coal to the surface. Figure 4 shows all finished models of the aforementioned mining equipment.
Figure 24. On the upper left are the continuous miner and a shuttle car while the upper right contains the roof bolter with a miner. Lower left is the mantrip with a miner and lower right is another shuttle car, the unfinished dump point and the end of the conveyor belt, extending to the start of the mine.

5. Animation

5.1 Miner

The miner model used in this project was obtained online from [5]. Though it was a pre-made model, this miner cannot move at all. Therefore, it is necessary to bind a skeleton to the model using Maya. To animate the miner, a collection of motion capture data was used to bind the skeleton to animation clips. For this method, Autodesk Motion Builder was used.

Although the miner may have animations now, those animations are bound to the skeleton and in order to export the miner and skeleton to OGRE format files, a repetition of import and export would need to be done. Since this is time consuming and would eventually create problems with
loading the miner to the simulation, a new method was developed with the help of consulting student Jon McCaffrey. Appendix A shows the python script for Maya to import every animation clip, save it in a Maya scene file and repeat the process until all the animation clips are contained in one miner skeleton where the skeleton is exported to an OGRE .skeleton file. This script can be used for various Autodesk FBX (.fbx) files and being a python script, takes around four hours to save 108 clips.

5.2 Equipment

The mining equipment was a much easier process to animate, albeit tediously long. With Maya it is possible to animate objects by key framing their movements. A process that helps this animation is walk cycles. Walk cycles are the repetition of a series of key frames that start and end in the same manner. This process is used often by animators when animating a human walking. Using this method for the mantrip, shuttle car and roof bolter, rotation and translation of the wheels makes it possible to pretend movement of the vehicles. The animation of the claws of the continuous miner and treads of the conveyor belts are done in the same fashion. The roof bolter contains additional animations for setting up the support of the roof bolter and bolting the roof.

Figure 5 shows the second conveyor belt since this model was created differently than the wheels of the vehicles. For the conveyor belt, a single tread was created and animated for each key frame to create the walk cycle. Afterwards, using the script in Appendix B, the tread was duplicated a number of times along with the animation and the animation was offset to create a natural motion. Finally all mining equipment and their vertex animations were exported using the Maya-OGRE exporter.

Figure 25. The second version of the conveyor belt. Notice in the lower middle left side that the treads do not connect to a single object. They are different object with the same animation.
6. DISCUSSION AND CONCLUSIONS

As a side note, I was also in charge of updating the wiki page of the project with all the references given in our communication via e-mails.

It is important to note that all the goals set upon me have been fulfilled. The search for new methods of map creation concluded that Maya, a powerful modeling tool, fit the criterion of all except one of the features needed by the level editors or game engines. The mine map was successfully created using the measurements specifications given by Prof. Kang and can be loaded into the new framework by grad student Huang. The modeling and animation of all the important mining equipment was also finished. Only two pieces of the mine were never fully modeled: the conveyor belt dump point, where the coal was slowly thrown on the conveyor belt; and the generator that supplied power to the machines.

The animation of the miner was tediously finished and a decent walk cycle was made using the motion capture data. With all these elements, grad student Huang was able to make a small demo for the presentation.

7. RECOMMENDATIONS

With the models and animations, it is possible to finish the simulation and obtain a realistic result that can be compared to the case study book. To validate our own results, it is important to talk with someone that has been through the experience of an underground mine fire or an expert on the subject. The recommendations I can give are to finish modeling the dump point and generator. It is also possible to change the texturing of the mine map to something less image dependent. With those recommendations and the results of a simulation, it is possible to write a good paper for publication and the project can be proposed to the government for further development.
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### Appendix A

```python
# Import libraries to use
import maya.mel
import maya.cmds

# First Part: Create file where all takes will be saved to
maya.mel.eval('file -f -new ;

maya.mel.eval('FBXRead -f minerAnim ;
last = maya.mel.eval('FBXGetTakeCount ;
maya.mel.eval('FBXImportShowUI -v false ;
maya.mel.eval('FBXImport -f minerAnim -t 0 ;

# OGRE Export names
directory = r'D:\Documents and Settings\HMS\Desktop\601_031172_lowpolymanminer\OGRE_skeletons2\minerExport'
mesh = directory + '.mesh'
material = directory + '.material'
```
skeleton = directory + '.skeleton'

# Save Maya scene
nm = r'D:\Documents and Settings\HMS\Desktop\601_031172_lowpolymanminer\timeline.mb'
maya.mel.eval('file -rename "" + nm + "" ;')
maya.mel.eval('file -save -type "mayaBinary" ;)

framecount = {} # map of numbers
offset = 0.0
clips = ""

for take in range(last): # Go through all the takes and do:

    files = {} # "Create" a new one for memory saving purposes

    # Create a new Maya file, read the FBX file, and import current take
    maya.mel.eval('file -f -new ;')
maya.mel.eval('FBXRead -f minerAnim ;')
maya.mel.eval('FBXImportShowUI -v false ;')
maya.mel.eval('FBXImport -f minerAnim -t ' + str(take) + ' ;')

    # Print to see which take we are currently saving
    takeStr = 'Take ' + maya.mel.eval('FBXGetTakeName ' + str(take) + ';')
    print take, ': ', takeStr

    maxframe = 0

    # Maps
    files[takeStr] = {}

    files[takeStr]['Hips'] = {}
    files[takeStr]['Spine'] = {}
    files[takeStr]['Neck'] = {}
    files[takeStr]['Head'] = {}
    files[takeStr]['HeadTop'] = {}
    files[takeStr]['LeftShoulder'] = {}
    files[takeStr]['LeftArm'] = {}
    files[takeStr]['LeftElbow'] = {}
    files[takeStr]['LeftWrist'] = {}
    files[takeStr]['LeftHand'] = {}
    files[takeStr]['RightShoulder'] = {}}}
files[takeStr]['RightArm'] = {}
files[takeStr]['RightElbow'] = {}
files[takeStr]['RightWrist'] = {}
files[takeStr]['RightHand'] = {}
files[takeStr]['LeftLeg'] = {}
files[takeStr]['LeftKnee'] = {}
files[takeStr]['LeftAnkle'] = {}
files[takeStr]['LeftFootEnd'] = {}
files[takeStr]['RightLeg'] = {}
files[takeStr]['RightKnee'] = {}
files[takeStr]['RightAnkle'] = {}
files[takeStr]['RightFootEnd'] = {}

files[takeStr]['Hips']['tx'] = {}
files[takeStr]['Hips']['ty'] = {}
files[takeStr]['Hips']['tz'] = {}

for object in files[takeStr]:
    files[takeStr][object]['rx'] = {}
    files[takeStr][object]['ry'] = {}
    files[takeStr][object]['rz'] = {}

for field in files[takeStr][object]:
    num = maya.cmds.keyframe(object, q=True, kc=True, at=field)
    for i in range(num):
        pair = maya.cmds.keyframe(object, q=True, index=(i,i), at=field,
        timeChange=True, valueChange=True)
        files[takeStr][object][field][pair[0]] = pair[1]
        if pair[0] > maxframe:
            maxframe = pair[0]
    #time, location = [0.80000000000000004, 3.6132581233978267]
framecount[takeStr] = maxframe

# Third Part: Open the Maya scene and save the key frames from offset

maya.mel.eval('file -f -o "' + nm + '" ;')

for object in files[takeStr]:
    for field in files[takeStr][object]:
        for keyframe in files[takeStr][object][field]:
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tiempo = offset + keyframe
maya.cmds.setKeyframe(object, at=field, time=tiempo,
value=files[takeStr][object][field][keyframe])

t1 = offset
offset += framecount[takeStr]
t2 = offset
offset += 1.00
clipName = "CLIP" + takeStr
clips += ' -skeletonClip ' + clipName + ' startEnd ' + str(t1 + 1.00) + ' ' + str(t2) + ' frames sampleByFrames 1 '
maya.mel.eval('file -save ;')

#########################################################################
####### Last Part: Clean the file and export to OGRE mesh
#########################################################################

# Delete the unnecessary
maya.mel.eval('parent -world minrhlmt ;')
maya.mel.eval('parent -world Hips ;')
maya.mel.eval('select -r skelton_root BVH:Hips Character_Ctrl:Reference group1 transform2 Skeleton_root Light ;')
maya.mel.eval('doDelete ;')

# Detach / Attach skin
maya.mel.eval('select -r Hips ;')
maya.mel.eval('gotoBindPose ;')
maya.mel.eval('select -r minrhlmt ;')
maya.mel.eval('doDetachSkin "2" { "1","1" } ;')
maya.mel.eval('select -r Hips minrhlmt ;')
maya.mel.eval('SmoothBindSkin ;')
maya.mel.eval('select -r Hips minrhlmt ;')
maya.mel.eval('file -save ;')

# Export to OGRE mesh
maya.mel.eval('ogreExport -all -world -lu pref -scale 1 -mesh "" + mesh + "" -shared -v -n -t -mat "" + material + "" -skel "" \n + skeleton + "" -skeletonAnims -np bindPose -skeletonClip "" +
clips + "" ; ')
print offset
Appendix B

# Script to duplicate a tread with key frames.
# Purpose: Duplicate a created tread with key frames to create a conveyor belt.
# Written by: Jon McCaffrey and Desiree Velazquez

# Import libraries to use
import maya.mel

for i in range(101):
    # Select tread and duplicate with animation
    maya.mel.eval('select -r conveyor_tread01;')
    maya.mel.eval('duplicate -rr -un;')

    # Rename the duplication to something else
    nm = 'conveyor_dup_0' + str(i)
    maya.mel.eval('rename "conveyor_tread02" "' + nm + '";')

    # Rename the translations and rotations to coincide with tread name
    maya.mel.eval('rename "conveyor_tread01_translateX1" "' + nm + '_translateX";')
    maya.mel.eval('rename "conveyor_tread01_translateY1" "' + nm + '_translateY";')
    maya.mel.eval('rename "conveyor_tread01_rotateZ1" "' + nm + '_rotateZ";')

    # Offset the translations and rotations by i and note that i can be changed (necessary for speed)
    maya.mel.eval('keyframe -e -iub true -r -o over -tc ' + str(i) + ' + nm + '_translateX ;')
    maya.mel.eval('keyframe -e -iub true -r -o over -tc ' + str(i) + ' + nm + '_translateY ;')
    maya.mel.eval('keyframe -e -iub true -r -o over -tc ' + str(i) + ' + nm + '_rotateZ ;')
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